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Abstract

One of the core activities in PrimeLife is the desand implementation of privacy-enhancing
identity management systems and applications tteatisable. Therefore it is one of the goals of
PrimeLife Activity 4 to create an extensive HCI (Han Computer Interaction) pattern collection
to provide guidelines on how to design usable urgerfaces for privacy-enhancing systems and
applications. The HCI Pattern Collection — Versibpresented in this Deliverable provides HCI
patterns developed within the first two projectngeavhich should guide all PrimeLife activities
that are developing user interfaces. The HCI padtare structured into patterns related to privacy
policies management and display, patterns for thealisation of privacy information, patterns
related to workflows and interaction paradigms &l &s descriptions of interactive PET mock-
ups.
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Executive Summary

This document provides the PrimelLife pattern ceibecfor the privacy enhancing technologies
(PETs) developed in PrimeLife. One of the corevéis of PrimelLife is the design and
implementation of privacy-enhancing identity mamagat (IDM) systems and applications that
are usable.

Activity 4 has the task to provide HCI (Human Corgsunteraction) guidance to other PrimeLife
activities, which is provided with the help of thi4Cl pattern collection. The HCI pattern
approach should enable capturing, sharing andtsting user interface knowledge for PrimeLife.

The HCI Pattern Collection contains the final stati the HCI-SEC pattern collection within
PrimeLife. HCI-SEC means the part of the Human Qatewp Interaction which concerns
especially with (information) security. The patterare organised and structured according to
common pattern description methods into problenytiem, use when, how, why and related
patterns. The problem statement provides an owgrathe given problem that is resolved
through the pattern. The solution shortly introdutiee suggested solution, if possible underlined
with some images. Use when and how describe whenirawhich way this pattern is best
applied. Patterns that are related to the curratiem are to be stated in the section related
patterns.

Whereas traditional patterns have been extenstesied and successfully employed for many
years, the HCI patterns provided in this delivezdidve different levels of maturity. The reason
for this is that HCI for PETs and for privacy-enbingy Identity Management in particular is a

rather new area of research, so that the HCI krdyalegained for this area is still limited and

solutions have not been yet “successfully empldgednany years”. We decided to still stick to

the term "pattern" as we want to preserve the tyuafithe method itself which is the structured
knowledge capturing and communication.

The patterns presented in this document are stadtfnto the following categories:
PET patterns for privacy policies — patterns relateprivacy policies
PET Visualisation — patterns related to icons asgldy of privacy information
PET Interaction — patterns related to workflows amdraction paradigms

Descriptions of interactive PET Mock-ups — this tget provides holistic approaches to
PrimeLife areas

The pattern collection can be found in the PrimeLif wiki
(https:/itrac.ercim.eu/primelife/wiki/HCI/HEI

Within the last project year, further user testhf e performed and some of the user interfaces.
The knowledge that we will gain from these develepta and user tests may lead to an update
and extension of our HCI pattern collection. Theafiversion will eventually be published as an
appendix to the final HCI research report at thet @fthe PrimeLife project.
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Chapter

Introduction

The PrimeLife project aims at addressing the lifiegl privacy and trust issues pertaining to
technical and end-user challenges. Especiallyatierlchallenges demand sound user interfaces
for privacy enhancing technologies (PETs) which raedthe complex technical issues and
provide end users with adequate interaction fasliin a user friendly way .

This document describes user interface (Ul) pastermd interactive mock-ups for the different
activies of PrimeLife that are developing userrifatees. It is the formal report of Activity 4 about
the knowledge gathered during the work on Primehifeck-ups and prototypes within the first
two project years. The pattern approach was inteduo PrimeLife to enable capturing, sharing
and structuring user interface knowledge as pattara a powerful tool for such objectives.

1.1 Background

Patterns are solutions to specific problems inoteriareas (e.g. programming, user interface
design, etc.) that have been successfully empléyethany years, especially in the area of user
interface design (cf. Welie Patterns in Interactidesign [http://www.welie.com/patterns/], Ul
Patterns User Interface Design Pattern Libraryp[Htti-patterns.com/], Yahoo! Design Pattern
Library [http://developer.yahoo.com/patterns]).

As the area of Usability of PETs is so new thatusohs which are "successfully employed for
many years" are not present we had to modify tliemeapproach to fit PrimeLife's needs.

Our Ul solutions - the patterns - evolved througé PrimeLife project and were evaluated using
various empirical and heuristic evaluation methddsting the projects the focus for activity 4

changed slightly and shifted from small scaled gyatt to more holistic interface approaches.
Hence the collection in this document does not antlude user interface patterns but also
descriptions of interactive mock-ups of speciaharef PrimeLife (e.g. the DataTrack).

As long term experiences with the patterns arepnesent we extended the title of the patterns
with a rating which reflects the degree of usedbeek based re-design. Even though part of the
patterns are holistic interface approaches ratiam tlassical patterns, we choose to continue to
use the term "pattern" and its respective stylelesfcription in order to preserve the structured
knowledge capturing and communication that is ieheto the patterns.
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1.2 Structure and Content of the Deliverable

The remainder of this deliverable is structuretbdews:

Chapter 1 provides background information aboutdbléverable itself and the pattern approach
taken in PrimeLife

Chapter 2 contains the patterns structured in:
= PET patterns for privacy policies — patterns relateprivacy policies
= PET Visualisation — patterns related to icons asgldy of privacy information
= PET Interaction — patterns related to workflows amdraction paradigms

= Descriptions of interactive PET Mock-ups — this mtea holds the holistic approaches to
PrimeLife areas

Chapter 3 provides conclusions and presents neps.st

Chapter 4 provide the literature list.

1.3 Gender-Neutral Speech

For the purpose of readability we refrain from gsgender-neutral pronouns such as "he/she".
Accordingly, gendered pronouns are used in a necrdiinatory sense and are meant to represent
both genders.
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Chapter

Patterns

2.1 Explanation of the Pattern Structure

The following sections explain the structure ofadt@rn and briefly describe a pattern's content.
Title (*****)

The title of the pattern includes in brackets aa-sating (from O to 5 stars) for reflecting how
much end-user testing has been done on the pdtteeflects how much experience we have with
the pattern.

The rating scheme is as follows:
- Zero stars mean that there weren't any end-user desie with it.
- One star: low-level HCI knowledge included (in foafusability principles)
- Two stars mean that at least the user-feedbackatisers was integrated.
- Three stars mean that more than two preliminary egagluations have been done.
- Four stars means that a pattern is in a draft atedeonly misses a final iteration round.
- Five-stars mean that much end-user testing was dotiehe results prove the content of
the pattern; such patterns can be seen as final.
Problem

This section summarises and outlines the existimplpm in the field of usable privacy and
security, e.g. the user needs to login with perstata to some webpage, the user needs to acquire
personal information from another user, etc. Thebfgm outlines the given situation the
application is placed into.

Solution

The solution-section briefly describes the intendetiition to the problem as described before.
Ideally the solution is underlined by some graptigplaying the best approach to solve the given
problem.

Use when

This section outlines the situation the patteridst applied in. For example, a login interface
might be of need when users are frequently retgritna page and need protection in order to

17



disclose personal information. Basically a genscahario is given that describes the situation the
pattern is best and most efficiently applied to.

How

While the solution-section only provided a shortlioe of how to best solve the problem, this
section will provide more insights into the bestywa solve the problem. The single steps needed
for the solution are described, e.g. the passwbodlld be checked against a dictionary, etc. All
different aspects needed to realise the solutiauldhbe clearly structured and outlined. This
section instructs the developer on how to do itdailin

Why
This section reasons on why the solution is neeselchow the user is able to benefit from it.
Related Patterns

This section simply refers the reader to othergpast solving or circumventing the problem.

18



2.2 PET patterns for privacy policies
2.2.1 Privacy Policy Display (***)

(By CURE, KAU)
Problem

Users need to be well informed about possible apreseces when releasing personal data upon
certain actions such as login, registration, paymestc. Art. 10 EU Directive 95/46/EC requires
that data subjects are at least informed about péyaonal data are processed, by whom (i.e. the
identity of the controller), and for what purposes.

However Jensen and Potts (2004) as well as Protalr €006) showed that privacy statements
posted on web sites contain long legal phrasesatteatisually not comprehensible to most end
users.

Solution

Provide the user with all necessary informatiorndrat kind of data is to be disclosed to whom
and for what purposes it is used. The user shoaoldbe given too much and unnecessary
information. The user should not be bothered witinlsersome work, for example in case of
recurring visits. Therefore he should have the ipiig to create customized settings. It is utyerl
important that the user understands possible coesegs in order to make well-informed
decisions.

The complexity of privacy notices can be better agau by following the Art. 29 Working
Party's recommendation of providing informationairfmulti-layered format under which each
layer should offer individuals the information neddto understand their position and make
decisions” [3]. They suggest three layers of infation provided to individuals:

» short notice (layer 1)
» condensed notice (layer 2)
« full notice (layer 3)

The prototype of a menu-based approach for setgpc@iredentials developed within PRIME,
which follows the Art. 29 Working party recommendatis shown below and is further described
in (Pettersson 2008).

| Ete Edt wew Hgtory Bookmaiks Took Hel

- U’ 'E— | hiep:fuwwm.revis.net]

NW&- H@t - News frarm all over the world

Registration for extra news online, step 3 / 4
To send you your login information, we need your e-mal address,

Please click this button:  pR
The following website is requesting data

If you don't see a button, c| Mews online Kiel, Germart: ¥
it s, neves, net

Privacy Motice

Putpose
To send you login information

Reply with data from
Choose e-mail addbess john_primeur@hotmail, com

john. primor@kau.
‘IDRI ME G IE ]CDhganersm;rnarm a;r:icus session ¥

Open ‘Send Personal Data?’ window

Figure 1: Prototype of a menu-based approach fectieg Credentials
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Use when

This approach should be employed whenever theisgequired to enter personal data such as
login, credit card or other private information.rdagh this multi-layered approach, the user
obtains information on why what information is regted, by whom it is required and what it is

used for. Furthermore, a link to the condensedlbpfivacy policy needs to be displayed.

How

The Art. 29 Working Party (2004) recommends pravidinformation in a “multi-layered format
under which each layer should offer individuals théormation needed to understand their
position and make decisions”. They suggest thrgersaof information provided to individuals:
The short notice (layer 1) must offer individudie tore information required under Article 10 of
the Directive 95/46/EC, which includes at least whata is requested, the identity of the
controller and the purpose of processing. In agidjta clear indication must be given as to how
the individual can access additional informatiomeTcondensed notice (layer 2) includes in
addition all other relevant information required Ast. 10 of the Directive such as recipients or
categories of recipients, whether replies to gaastiare obligatory or voluntary and information
about the individual’s rights. The full notice (&y3) includes in addition to layers 1 and 2 also
“national legal requirements and specificities.”

Why

Informed users are able to make informed decisidnish lead to a more responsible handling of
their personal data. The EU Directive 95/46/EC afare also requires that certain information
needs to be provided to the user when personaisietguested from him.

Related Patterns
- Dynamic Privacy Policy Display
- Privacy Aware Wording

20



2.2.2 Dynamic Privacy Policy Display (****)

(By CURE, KAU)
Problem

Users need to be well informed about possible apresgeces when releasing personal data upon
certain actions such as login, registration, paymeatc. Art. 10 EU Directive 95/46/EC requires
that data subjects are at least informed about péyaonal data are processed, by whom (i.e. the
identity of the controller), and for what purposes.

This information should be provided to the useaiway that he also recognized it and is able to
capture its full extend.

Solution

The Multi-layered presentation approach by the 28tWorking Party (as described in the pattern
"Privacy Policy Display") can be extended by dynzahinformation “tooltips” that inform the
user about the nature of the data disclosed ansil@sconsequences. The tooltips need to be
adapted to the context of the website it is useditoshould only include relevant security and
privacy information and have a unique standarduativat makes it easy to recognize.

[ Datenschutzerklarung

Malden Sia sich hier an: hielden Sie sich hier an
Google Kento Google Kento
Mt zamanma: MNutzemame
Passwort: Passworl
[] Auf dissermn Computer metken. ] Auf digsam Cormpuler merken,
 Anmelden | Anmelden |
ot kann nickd aud mein Bonlo Tugreiien Ioh keaon mchl sud mein Koo macrsifen [‘\E

Figure 2: PrimeLife prototype for dynamic displdyirformation

Figure 2 shows a PrimeLife prototype for dynamisptiy of information without the mouse on

the login-interface (left) and with the mouse oa thgin-interface (right). The privacy disclaimer

appears on the login-interface, when the usertrieg the required information. This prototype

was used for usability tests in Austria. To redtioe bias of the language it was designed in
German.

Use when

Dynamic privacy policy displays can be applied toall interfaces (e.g. login) or when the
credential selection contains information that rse#foe user's attention. Research within the
PrimeLife project has shown that users easier r@zeglynamic privacy policy display interfaces.

How

The information should be provided to the user wheis needed. Therefore the tooltip should
appear on demand (i.e. need of information). Thidd:be for example in a login dialog as soon
as the user navigates the mouse into the concepairigpf the interface. The tooltip should then
be made visible to the user and contain all necgasrmation for making an informed decision.
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Why

Because of peripheral viewing, the user is abletognize visual change (i.e. motion) even when
on the border of the field of view. The user wilcognize each visual change and might
automatically connect it to danger. Hence he wiliriediately notice the visual change and direct
the attention to it. Using this approach it is gesingly unlikely that the user might oversee the
privacy indications.

Motion design is a known research area in the fiéldsability. According to Frank Jacob (2008),
it decreases the cognitive load and creates upatsin- but only when applied correctly. Tooltips
instead of pop-ups create a sense of seriousnggswimdows tooltips), whereas pop-ups are
nowadays connected with error messages or unwaukegrtisements. The physical connection
between the tooltip and the Login dialog displayseatain attachment (i.e. that the tooltip is
connected to the login dialog).

Related Patterns

- Privacy Policy Display
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2.2.3 Policy Matching Display (**)

(By CURE, KAU)
Problem

Most policies are written in a very juridical larage using long and complicated legal phrases .
For many users i is very difficult to see if terwisthe policy are matching to their prospect of
privacy and security or not. Hence, Ul elementsrezeded for informing users in a user-friendly
manner on whether their privacy preferences their privacy settings which they have defined
earlier, e.g. by choosing from a list of predefisettings) correspond ("match") with the services
side's privacy policy. The question on how to hefirm users about mismatches between a
policy and their preferences is however not an ea®y First of all, there is the risk that non-
obstructive warnings are not noticed at all.

Furthermore, from our experiences from usabilistseperformed in PRIME and PrimeLife we
see at least two more problems that privacy ateust address:

First of all, we experienced that users may trgdorid of intrusive privacy warnings by changing
to less privacy-friendly settings. In usability teef early privacy policy management mockups,
we experienced that very prominent warnings (ithtstd by a yellow triangular warning sign with
an exclamation mark) informing test users abouisamatch between her privacy preferences and
the services side’s privacy policy, led to somé tesrs reacting in panic by changing to more
"generous" privacy preference settings just in otdeliminate the warning.

Secondly, our previous usability tests also shothatl extensive warnings can be misleading and
can even result in users losing their trust inidesitity management system.

The traffic light metaphor, which has been used Ilihye AT&T privacy bird
(http://lwww.privacybird.org/) to show whether a P®Blicy matches the user's preferences
(illustrated by a green bird), mismatches the sspréferences (illustrated by a red bird), or
whether there is no policy existent (yellow birid)not perfectly suitable, as users should actually
be more alarmed about a site that has no policgllatand thus does not give any privacy
promises) than a site that has a policy, whichdadver not corresponding to all the user's
preferences.

Solution

Create a tool with which users after having entettesir preferred privacy settings can be
informed in a noticeable but non-intrusive manrsw how far their privacy settings match with
a services side's policy. Hence, it should dispdathe user the terms of the policy in relation to
the privacy settings of the user in a simple way.
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Matching with your

Privacy Policy of 2
R e privacy preferences:

Contact add,

Which data will be processed:
& 7-|
HName: Inga Vallenstein match %_ﬁ

Date of Birth: 14.01.1652 mismatch q_lm‘lp
fL

=
Previous orders:..... Aty \%i})

For what purposes:

.
Marketing match
Profiling mismatch %{Tﬁ;\

Who gets your data:

Policymarketing com match ég;jz
T,

T - Ifthe site has no policy:
Fartner companias milsraten l"ﬁ:ml“;,"" PN
O
25
24k
N . " o -
Link to full policy Accept Policy | | Diecline Poficy

Figure 3: First draft of a policy matching display

Use when

The user's privacy settings should be comparedvéoyepolicy as soon as a user contacts a
services side. Besides, it should be displayed wisss are requested to consent to disclose
personal information.

How
An interface should be created, which helps the tseee which parts of the policy are matching
to the preferred settings.

For informing users about matches/mismatches, wetlws metaphor of matching/mismatching
puzzle pieces in combination with a green chededrcrossing through has been used. A missing
policy is indicated by a red question mark. Thecelbur is however not used very prominently to
prevent any irrational overreactions by users. ilagching result is also described verbally.

The user can accept or decline each policy, irasmeif the policy conforms to the privacy
settings or not.
Why

Privacy policies of web sites are often consisttpng and complicated legal statements that are
difficult to understand and to evaluate by userth e consequence that many users just click
“OK” without reading or understanding the contehthe policy.

To display their current policy settings and vigmlthe matching between these settings and the
policy should help users to make the essentialspafrtprivacy policies more transparent and
comprehensible.

Related Patterns

- Informed Consent
- Policy Icons
- Policy Display
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2.3 PET Visualisation
2.3.1 Privacy Icons (*)

(By CURE)
Problem

Consistent, understandable and distinguishablesiconcerning privacy are needed for all kind of
applications where users find similar featuresissldse personal data.

Solution

Icons, especially in the area of security and psvaeed to speak for themselves, i.e. they need to
be clear, represent the underlying purpose andidimmi offer space for misinterpretation. Users
need to be informed about what is to be found khimicon.

R 4
R 4

Data Track

Figure 4: DataTrack Icon

The Data Track icon in PRIME’s led many users @8meLife deliverable D4.1.1) to the correct
assumption that behind this icon they are ableéotlse traces that they have left online.

Exiract of iconset for Deda-Privacy Declarations w0, 1
{Mefriadar TOOT)

e i my Bk hondd? T S by?

000006
10BQ

Figure 5: Data-Privacy Icons v0.1

Another icon-set called ,Data-Privacy Icons v0.lasvdeveloped by Matthias Mehldau, also
described in (Hansen 2007).

Use When

In any case when icons are needed in the areaofityeand privacy it is important that they are
speaking for themselves. A program’s usability @ wonly determined by its functionality,
feedback and response rate; but the cognitive fleqdired by a user is also very important. The
following image indicates some privacy icons andgilole uses of them.
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You agree not to use this data for marketing purposes.

You agree not to trade or sell this data.

You agree to submit to a third-party audit program on data
\ use; if government has requested access to my data, you
agree to involve my governmental ombudsman.

You agree to make available to me the data that you have
@ on me without my having to pay for it/at a minimal charge.

You allow me to address inaccuracies in the data and
request its removal.

You agree to take reasonable steps to keep my data
é secure.

You agree to arrange with X organization to help resolve
y any disputes we have over your treatment of this data.
[The seal / name of the entity follows.]

Figure 6: Icon-set from Rundle (2006) which is adescribed in (Hansen 2007).

How

Icons in use should be self-descriptive and alloweasily deducting their meaning. The Data
Track for example, easily allows the user to asstimé there are some data traces behind this
information. Therefore it is utterly important ththe icon uses a clear sign language.

2 S o @ o &
2 Op Op Lff‘
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s v wEﬁ@
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Figure 7: Security icons frofttp://www.filebuzz.com/software_screenshot/
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&
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Figure 8: Example of an icon-set that can be pwetian the internet, taken from
http://www.aha-soft.com/stock-icons/

Why

Informed users are able to make informed decisidnish lead to a more responsible handling of
private information. Since icons are an integrat pdany kind of interfaces, it is important that

they convey the right information. Furthermore ssae only able to use an application/website to
its full extend when they trust it. Therefore tieenis used should look according to the purpose.

Furthermore tooltips should be mandatory for adini&, not only from an accessibility point of
view.
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2.3.2 Icons for Privacy Policies

(By ULD)
Problem
One of the problems in developing solutions fovacy enhancing tools is the fact, that privacy

policies and the description of the usage of dagafien too long and too complicated. As a result
many users do not read them.

Even if they read the privacy policies, it is oftesrd to understand, what kind of personal data are
processed to whom and what exactly happens withttred data.

Solution

This could be solved by using privacy Icons, whiisplay how data are collected, processed and
stored for which purposes and what happens toatee d

Icons do not displace a regular privacy policy, thety can be used in addition to point out the
privacy aspects to all those users, who do not tieagrivacy policy.

These Icons must be clear and understandable iaseting the underlying purpose and should
not leave space for misinterpretation.

They also have to be displayed in a way that eaeh is informed about the purpose behind the
Icons.

PrimeLife therefore has developed privacy Iconseiglly for social networks as well as privacy
Icons for general usage.

Icons may display different things: special kind ddta being collected, ways of processing
personal data, subjects that are collecting petsteta or Icons for different purposes for the
collecting and processing of personal data.

Below there is an example of the developed Icons:

Figure 9: Personal data

Use when

This approach should be used every time when ldortee area of security and privacy are
needed for describing a policy or the usage ofgreaisdata. It is important that these Icons are
self-explanatory. A program's usability is not odigtermined by its functionality, feedback and
response rate; but also by the cognitive load redqudy a user is very important

The following examples may show, in which scenapagacy Icons mightbe relevant and how
they could look like:
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Figure 10: Personal data Figure 11: Sensitive data

()

Figure 12: Medical data Figure 13: Payment data
Figure 14: Data purpose: legal Figure 15: Data purpose: Shipping

Figure 16: Data purpose: user @
tracking

Figure 17: Data purpose: user
profiling
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Figure 19: Deletion

Figure 18: Storage

E
[

Figure 20: Pseudonymisation

Figure 21: Anonymisation

The following examples may show, in which scenat@mhs for usage in social networking sites
might be relevant and how they could look like:

Figure 22: Friends Figure 23: Friends of friends

Figure 24: Selected individuals Figure 25: Public

The following examples may show, in which scenakiass for displaying data transfer might be
relevant and how they could look like:
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Figure 26: Data dissemination Figure 27: Data importing

Other Icon-Sets were created during the PRIME ptpjinere is also another Icon-set called
"Data-Privacy-Icons v0.1", developed by Matthiashidau which is described in 2.3.1, Figure 5:
Data-Privacy Icons vO0.1.

How

Any Icons in use should be self-descriptive andvalio easily deduct their meaning. The general
Icons for medical data for example easily allow tlser to assume, that there are personal data
according his health, which he is revealing. Corabiwith the general Icons for data traffic, he
can also see, what will happen with this very semestata.

Using icons when displaying policies should suppbg user to see on the first glance the
important things of the policy. Therefore, itisgortant, that the Icons use a clear sign language.

They also have to be simple structured for beirgpldiyed on websites and applications. It is
important, that Icons are still understandableusers even if they are displayed in a very small
way.

If Icons are used in the same way on many of tipdiGgiions or websites the user visits, it will be
easy for the user to learn their purpose and tefidbem as assistance. When users are aware of
the icons from other purposes it will be also beeanore easy for them to create a mental model
which supports them when reading a policy

In a first step, the user would only have to idigrtie Icons and decide manual, how he wants to
handle the application the website or the poliayother aim in using lcons could be in a next step
the using of a program, that is able to scan epplication or website a user wants to visit. This
program would inform the user about the way of deadling and storing on the concerned sites.

Why

Users are only able to use an application or a iteetsits full intend, if they trust it.

Only well informed users will be able to make aformed decision, whether they want their
personal data to be handled and stored.

These information should be displayed by privaclcps, which are usually read only by a few
users. Instead of informing the user only by prywaolicies - which might also additional be
displayed by Icons - some of the important infolioratould be displayed by Icons.

By using Icons the user may also decide to revofizen consent on handling his data, because
he now realizes, what really happens with the pexistata.

Icons can also be used to increase the user'srirasivebsite or a community, because the usage
of Icons leads to more transparency.
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2.3.3 Privacy Awareness Panel in Collaborative Worksp#&tes)

(By CURE)
Problem

The problem with users’ awareness for privacy ilaborative workspaces, e.g., forums or wikis,
is twofold. First, the users can contribute unddf-chosen nick names instead of using their real
names, which leads to a higher perceived anonywitthe users. However, providers of
collaborative workspaces clearly get to know cuesua a user’s real identity (e.g., IP address,
geolocation). Second, in collaborative workspaassrs disclose information — personal and non-
personal — to an unknown audience. They have re hd&v many and what kind of people can
access their contributions.

Solution

In the so-called privacy-awareness panel, it isshtm the user which audience (all internet users,
registered users, girls younger than 26...) can aduiegher contribution and it is also pointed out
that providers have additional information abowg thser. Hence, the privacy-awareness panel
helps users to better understand their level ofnyamity and private sphere within the
collaborative workspace and based on this theyneake better informed decisions whether they
want to disclose personal information in their citmittions.

The following Image shows the top section of a geienhanced forum.

iiber mich kennt der Forenanbieter?

nberg (Deine 1P-Adresse 212.34.184.10).

QFAQ vRegistrieren (3 Anmelden

Figure 28: Privacy Awareness Panel of a Forum
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Your public profile
not currently logged in

no user page exists

Your internal profile

IP address 170.81.90.04

Location Dresden

Browser Firefox

Operating Windows
system

Previously Star Trek: The
visited site Original Series

Your activities

17:00 Star Trek: The Next
Generation visited

16:59 Star Trek: The Original
Series rated

16:43 Star Trek: The Original
Series visited

16:42 User:SandyH visited

16:41 Revision history of Star
Trek visited

Figure 29: Mockup of a Privacy Awareness Paneblf@viki

Use when
The approach should be used with every collabaatiorkspace.
How

First, it should be made clear to users who is &blaccess their contributions. Second, users
should know that providers get additional inforroatabout them for instance their IP addresses,
browser versions, location information etc. andstthat they are not completely anonymous in the
forum, wiki or other collaborative workspaces.

Why

To allow users to make better informed decision thiiethey want to disclose personal data in
their contributions to collaborative workspaces.

Related Patterns

- Privacy Options in Social Networks
- Selective Access Control in Forum Software
- Privacy Enhanced Group Scheduling
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2.4 PET Interaction
2.4.1 Secure Passwords (****)

(By CURE)
Problem

Since passwords are keys to many applications itetsessary for human to remember them.
Without knowing their passwords they are not ablget access to the offer they want to use — is
the same like standing in front of a house withtbetkey.

So most users choose passwords which are easyefor tb remember, but easy passwords play
into the hands of hackers.

The usage of secure passwords is necessary tovepeezurity and privacy of personal data. The
problem is that current password selection mechanisio not allow including usability
mechanisms 0,[23].

Solution

According to [5] there are three different posdiie to help users create secure passwords:

» Passive mechanisms (e.g. help button)

» Static mechanisms (e.g. pop-ups)

e Dynamic mechanisms (e.g. dynamically adjusting mgsps
The method that is most noticed by the users aerdefitre also most helpful are dynamic
mechanisms [5]
When the user has to re-enter a password it istafuful to provide according feedback (e.g.
passwords match, passwords do not match). Thewiollp three images indicate possible
solutions for the issue of creating secure passsvdndany case the display of the level of security
should be obvious and easy understandable by #rs.usdditional help such as tips on how to
increase the security of a (existing) passwordalaa be provided (e.g. "your current password
does not contain numbers" or "click here to readenan how to increase the security of your
password").

Ol s ol rrtrness |

e Pisiwin ol (PR l'. v—j
%

o o Fhew oo d ul-dnl-l-l-ﬁ:n-'l.iul

i P v o ety

Figure 30: Passive/dynamic example by Conlan amesBavich (2006)
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C“‘\_ﬂ Please anter the new password for user

Zerias:

Password: | ereeens

EEI'"Y} inluul1

Password strength meter: '|'

Passwords match

oK r| Cancal |

Figure 31: Dynamic example with feedback on théfieer passwords from
http://www.mepisguides.com/Mepis-6/user-tools/chaggassword/change-password.html

:Choou a password:
|Choose a password:
[Choose a password:
|Choose a password:

|Choose a password:

o

lee

SR =

Minimum of 8 characters in

|Password strength; Too short
4

length.
o

facsorees] 3 P trength.  Weak
—
Minimum of 8 characlers in length

1Password strength:

’]
Minimum of B characters in length
[senmnens| |Password strength:  Good
Minimum of B f.h:j.':‘jf'.!; in length

|Password strength: Strong

s in length

Figure 32: Example for Password Strength Meterfinotm://ui-

Use when

patterns.com/pattern/PasswordStrengthMeter

For every interface the user needs to change avpasslt is utterly important that the user gets
appropriate feedback to all actions. Therefore dyodeedback immediately informs the user
whether or not the chosen password is safe. Aaogrth current research, users are able to
remember more complex passwords when provided @diogpfeedback (PGP, Gehringer 2002).
Users are generally interested in safe passwortdarbuacking the knowledge on how to create
secure passwords 0, [25]. Available password clmgngnechanisms do not provide enough
information for the users to choose secure passwva@drrent password changing interfaces do
not offer any information neither on the securifyttbe password nor on the correctness of the

verified password.

P Confrm new password
F

Change vour password

LUser IDx

Passweord

New Password

“Submit |

Figure 33: Example for current password changingharisms
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How

Four different feedback and help mechanisms shioalthcorporated into the password changing
interface. The password-check should be accurase, appropriate algorithms (not only
dictionary-based), should not cause any delay énikerface’s response and should require the
user to re-enter the password in order to confismatcuracy. With this methodology the user
benefits by:

» Obtaining appropriate feedback on the securitheftassword (length, composition),
» Obtaining help functionality where appropriate.

Why

Secure passwords are very important in today'siedife. Users generally tend to use familiar
words such as names of pets and family membera@sgecial signs when creating a password.
These passwords can hence be easier hacked ugiiad eogineering than longer passwords
containing special signs. Secure passwords areessary step towards personal security. Using
the above approach, the user obtains more feediatie safety of the entered password and is
therefore able to create safe passwords that ceentembered.

Related Pattern

- Pattern "Auto Create Password" to be implementdetimelLife
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2.4.2 Informed Consent (****)

(By KAU)
Problem

“The data subject's consent is defined as anyyfrgigen specific and informed indication of his
wishes by which the data subject signifies his aigient to personal data relating to him being
processed” (EU Directive 95/46/EC). Informed insthtontext means that the user fully
understands what he is agreeing to and what intfitathis may have.

Informed consent by the data subject is often eeprésite for the lawful data processing (see for
instance Art. 7.a EU Directive 95/46/EC or Art. & BDirective 2002/58/EC). Informed user
consent is also seen as a HCI requirement in [16].

A special challenge is the development of Ul carcds for obtaining really informed and
unambiguous user consent for the disclosure ofopatsdata. Ordinary click-through dialog
windows with long legal terms, which are often ysety cause users to click the "I Accept"
button too easily if the preference settings hdaieglfin all the requested data for them. Puttipg u
"Are you really sure?" boxes does not resolve thablem as people may often click the "I
Accept" or "OK" button even more automaticallyhiy have to go through an extra dialogue box
every time [21]. Also Dhamija et al. conclude thditen confronted with dialog boxes such as for
end-user license agreements, users tend to quigikiy the text and efficiently swat away the
dialog boxes without having read or understood ey consented to [6].

Solution

The following HCI concepts provide solutions fotaning informed consent:

e Just-In-Time-Click-Through Agreements (JITCTAsk.iclick-trough agreements that
instead of providing a large list of service teromnfirm the user's understanding or
consent on an "as-needed basis" [16]

» Selection via cascading context menus, where U&arms to choose more consciously the
menu options of data to be released

» Drag-and-Drop Agreements (DADAS), which also regsiuser to make more conscious
drag and drop actions for consenting to data discks

Use when

These Ul solutions should be employed whenever diatdosures need to be legitimised by the
user's informed consent.

How

JITCTAs are as small agreements easier for the toserad and process and facilitate a better
understanding of the decision being made in-cort{ JITCTAs are in fact corresponding to
such short privacy notices as defined by the AtWbrking Party (see entry on "Privacy Policy
Display"), which include information about what a@as requested, the identity of the controller
and the purpose of processing. The "Send Persatal?’Ddepicted in Figure 34 corresponds with
its form and content to a JITCTA.
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Send Personal Data ?

Send Personal Data?

Your data

Anna Larsson

Storgatan 11
112 30 Stockholm

1111-2222-3333-4444 110205

...is requested by
Nils Engstréms HB Nisses bocker &B5® Trust Evaluation resull for this site:

www.nissesbocker.nu

Purposes
Link to full privacy policy

Betalning och leverans av bestalld bok

{ Send 1| Cancel 1

Figure 34: Send Personal data? - Window as a JITfoT Abtaining informed consent

As mentioned before, click-through dialogs havedfsadvantage that users tend to click the OK
button too easily without having read the text [Riesenting data items in cascading menus to
select data or credentials, as shown in Figureag the effect that the user must read the text for
making the menu choices, which means that in thise cshe should make more conscious
selections. Such cascading context menus needsto iatlude the other information that is
relevant for data disclosures, and therefore shailglol follow the Art. 29 WP recommendation for
a multilayered structuring of privacy policies. Hewer, this user interface design is not suitable if
many data fields have to be filled; the desigmterided as a special feature for very simple data
requests where the user might have to select aradiegv credentials asserting a specific data
claim.

"Drag-and-Drop Agreements" (DADASs) were also elabed in the PRIME project in the context
of a town map-metaphor based user Interface paradiga method for raising the consciousness
about the nature of data disclosure [17]. Symbasewused to represent personal data — this
allowed users to visibly drag-and-drop data to scogpresenting the receivers. Here, the user not
only has to pick a set of predefined data (corredpw to clicking "I Accept”, "I Agree" or
"Send" in a pop-up window), but choose the rightspeal data symbol(s) and drop them on the
right receiver symbol. These explicit actions tonsoextent offer a guarantee for more conscious
user consent.
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Fle Edc View TownMsp Tools Help |
ebsck - 5 - D [2) 4 | Qsewch W ownitzy Geds 3| D S =

Addrws'ﬁhnpmww,ano»paysemce.se ;I ?'Gﬂ
TownMap x

CDON.COM :] [C]
-
“ _LanonPayService

&

&

L

Anon PayService
Sweden |

CDON.COM gnskar 159 Kr. \ar awvgift ar 10 kr.
CDON.COM wants 150 kr. Durfee is 10 kr.

Betala med kreditkort eller bankuttaq

Fay with creditoard or bank ascount

Figure 35: DADA for obtaining informed consent ftisclosing credit card data

Why

Ensuring that users fully understand and unambigiycagree to the processing of their personal
data is important for complying with legal privacgquirements. It is also a prerequisite for
enabling control of users over their personal spher

Related Pattern
- Privacy Policy Display
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2.4.3 Privacy Aware Wording

(By CURE)
Problem

Users should clearly understand the content of &nohs used within privacy and security
software. The terms are usually formulated on apegbbdasis and therefore often difficult to
understand for the average user.

Solution

Only easy to pronounce terms and phrases showddthptoyed. They should be clearly formulated
and understandable — even by users that are ndiaflawith privacy and security.

Privacy Facts
What does ACME Corporation do with Your Personal Information?

LA irformation do they collect?

Information abowt your interactions with this site
mchucding informatian abowt your computer and pages you visited on this website

Your vocial and sconomic categories or group memberships

Yomir contach infarmation (oo al
mchucing vour emall sckdress and your phone rumber

Financial ar parchass infermation

do they use your information? CaR you |imit this el

For averyday business parposos- No

to process yoor transsction, sdminiter oor site, or customize our sibe for yoo

For marketing purposss- You

10 eiffes procucts and Services 10 you (Bt net Thisogh telemarksting| |ehack pour ehoices below)
For profiling purpases— Thes s anly usad oa

e ches analpeis with pour clats, Bobh linked and met |ndesd 1o you i Penue

WHO may your information be sharad with? Can o irrii this sharing?
Oy company and cormganies who helpus. Mo

Companies whe have similar policies toours

CONTACT US' call 1-800-898-5698 or 00 1O WWW.ACIVECO M/ privacy

I yoii wend 65 i your Sharnnhg pleaie eonmecr i By rElephans, §o an kne 5 our full palizy,

senel s this Form by mail ot Lise cur apt-out page here

Figure 36: Example for Privacy Aware Wording, frh3]

Use When

This approach should be employed in applicatiortk piivacy and security related features, e.g.,
whenever the users are required to disclose pdrisdoanation.

How

Before using the terms one should be sure that dheyclear and understandable for the target-
users. Therefore it is recommended to either refestandardized terms that are currently only
rarely available (c.f. [4], [9], [17]) or to condugser tests on the understandability of theseserm
and phrases. These tests do not have to be exersking only few representative users from

the target-group about their understanding of ¢he$ should suffice.
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Why

Studies have shown that difficult to pronounce naualert users [24]. These studies have so far
only be conducted in the area of entertainmentfaond but according to different results obtained

through user tests in PrimeLife (compare Primeldiésiverable D4.1.1), these problems are also
likely to apply to security and privacy interfaces.

According to the pattern “Privacy Policy Displaysars need to be well informed in order to be
able to make informed decisions. The informatioe thser obtains has to be formulated
understandably to form a basis for the user’s dmtis

Related Patterns

- Privacy Policy Display
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2.4.4 Credential Selection (**)

(By KAU)
Problem

According to Art. 10 EU Directive 95/46/EC data mdbs should at least be informed about what
personal data are processed, by whom (i.e. thditigeri the controller), and for what purposes
when releasing personal data during actions sudbgas, registration, payments, etc. User tests
have shown that user often overestimate the anafyrgrsonal data needed and hence processed
during transactions and that this is due to flaiméerences from the mental model invoked by the
ul.

Solution

Present the user with a selection mechanism thatvsstthe user what possible choices are
available and then show a summary page that canthen data to be sent. The Ul should also
clearly represent the chosen mental model. In loades presented below the user is about to
choose the credential issued by the Swedish rod@ty to prove her name.

@ file: /1 - firefox2.swf (application/x-shockwave-flash Object) - Mozilla Firefox = =)

Create PrimeLife Virtual Card it

Select Proof

Passport
Country: Swedan

Name: Inga Vainstein

- rNama Inga Vainstein
¥ Card No: B596 4215 8632 8965

Nama:
| Select Proof
= . Driver's license

: EHETO Cife lssuer Vagverket |

Figure 37: Selection mechanism of card based memidel
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) firefox2.swi [application/x-shockwave-flash-objekt) - Mozilla Firefox E|,!§!E|

| ﬂ :Fae:.f.f.'lt:.l'bomme» and Setkings/MarlajMy Documents/MariafPrimelife 2009/ Test 8 Erlk (5 pars)/CradSelection_Amazen |

Select information to send

Credit Card;

@ Visa ;

Proof [Name: Inga Vainstein]:
Select Verifiar

amazoncom-

| Select Verifier

| ‘& Vagverket
@ Polisen Eand Cancel |

T

Klar

Figure 38: Selection mechanism of issuer basedaherddel

Skicka information?

Betalmedel:

Mamn: Inga Vainsiein

Kort nr: 8596 4215 8632 §065
Gilugt till: 2011-01-01
Utgivare, #  Visa

Bevis frin certifikat:
Mamn: Inga Vainstein

Utgivare, # Vigverket

amazoncom®

= Back Skicka | | b

Figure 39: Summary of selected information and rdeti@a that will be sent
Use when

This approach should be employed whenever theissequired to enter personal data such as
login, credit card or other private information.
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How

Independent of a mental model, the credential 8etedJI should contain two steps, namely,
selection and summary. During the first step, edippical elements of the selection mechanism
should be based on the mental model. Thus, if wgrkiith the card based metaphor this should
be apparent from the Ul. During the second stepjritioked mental model is not as important as
the key issue is to clearly convey which selectadh dnd which meta-data is being sent.

Why

This approach should be used to make it easy fnsue select the appropriate credentials. It also
should inform them about which (personal) data areda-data the recipient of the information
will have after the transaction.
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2.5 Descriptions of interactive PET Mock-ups
2.5.1 Trust Evaluation of Services Sides (****)

(By KAU)
Problem

Trust is an important prerequisite for individuats use a system (e.g., e-commerce site or
computer program) to its full potential [12]. Hovegy usability tests of PRIME prototypes [17]
have shown that there are problems to make peamethe claims about the privacy-enhancing
features of privacy-enhancing system.

Trust plays a major role in PrimeLife because ugersot only need to trust their own platforms
to manage their data accordingly but also needust tommunication partners and their remote
set of platforms that receives identity data td et these data appropriately.

Besides, PrimeLife also aims at enabling userssess the trustworthiness of contents found on
the Internet, particularly in cases where the imiation is provided by other users, such as in
wikis. The emphasis of this entry will however bretoust evaluation of services sides.

Solution

A trust evaluation function can help to enhance ukers’ trust in PrimeLife and its back-end

systems by communicating reliable information altougtworthiness and assurance (of providing
the stated functionality) of communication partnérsis trust evaluation function should display
both information about the communication partngtistworthiness in terms of privacy practices
and of the reliability as a business partner asctig in the Figure 40. Both will be important

aspects for influencing the user's trust.

Trust Evaluation - PrimeLife 0.Z

&=% Trust Evaluation Result
Evaluated Site
Nisses bocker www.nissesbocker.nu
has been evaluated according to your trust settings.

Summary Result

Detailed Result

Privacy Reliability:
= Not mentioned in security & privacy alert lists

= Has none of the desired privacy seals |

# Supports PrimeLife functions

Business Reliability:

Bl Blackiisted JEAN
Expand 1
(Show Complete Viéw)_;

Figure 40: A mockup for Trust evaluation results

Use when
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For allowing the user to do well-informed decisiptrast and assurance information needs to be
presented to the user at least at the moment wleas tequested to disclose personal data to a
communication partner. The user interfaces forngjvconsent should therefore be augmented
with a trust evaluation function to check the twmtthiness of communication partners (see "Send
Personal data?" mockup under the pattern entrptiméd Consent"). Trust information can also
be displayed when a side is contacted or when tidlpbther contexts (e.g., for wiki entries, trust
information about the creditability of authors abble displayed at the user interfaces that present
these wiki entries).

How

A trust evaluation function should be based on ablét parameters for measuring the
trustworthiness of communication partners and &ialdishing reliable trust. A model of social
trust factors, which was developed by social sa@emsearchers in the PRIME project and which
was summarised in [2], states that trust in a serprovider can be established by monitoring and
enforcing institutions, such as data protection missioners, consumer organisations and
certification bodies. Privacy seals certified bytad@rotection commissioners or independent
certifiers (e.g., the EuroPrise seal, the TRUSTa se the ULD Gutesiegel) therefore provide
especially suitable information for establishingmusust. Such static seals can be complemented
by dynamic seals conveying assurance informatiautathe current security state of the system
and its implemented privacy and security (PrimeLfienctions. Further information sources by
independent trustworthy monitoring organisatiorat ttan measure the trustworthiness of services
sides can be blacklists maintained by consumernisgtions or privacy alert lists provided by
data protection commissioners. The mockup showrveali® based on those parameters. Also
reputation metrics based on other users' ratingrdarence user trust. Reputation systems, such
for instance the one in eBay, can however oftennmamipulated by reputation forging or
poisoning. Besides, the calculated reputation waare often based on subjective ratings by non-
experts, for who it might for instance be difficulb judge the privacy-friendliness of
communication partners.

A trust evaluation function should in particulaldev the following design principles:

* Use a multi-layered structure for displaying evébraresults, i.e. trust evaluation results
should be displayed in increasing details on migtilayers in order to prevent an
information overload for users not interested m details or the evaluation.
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Send Personal Data?

&7 Trust Evaluation Result

Eran

N woey TasEabocked. o

Feind Dbt grviifiaalind BOSORINY] IO YOUF I

Dutactmd M mauii

Purposes
Diptatrarg Goh WAEIETL By BELLEE! Sk
Erivpcy Folisbiily;

Rl mentioresd i gecuy & priviecy plor bsis

Has none of the desend Doy gesls 58

hunanig§ Rivkadedly;
4755 Trust Evaluation Result

o v FaRBaald i iy

Tl
has Eer evaruand acconsng 1o youl Sus satiegs e P

a 71 “"

Privazy Rabatsliny
ot mertioned m peouily & oovacy olen b

Has none of T e [Hvacy segs

Figure 41: Display of trust evaluation results inltiple layers

Make clear who is evaluated - this is especiallpantant as previous usability tests have
revealed that users have often difficulties toatéhtiate between user and services side
[17]. Hence, the user interface should make clgaitdstructure and wording that the
services side and not the user side is evaluated.

Inform the user without unnecessary warnings -prerious usability tests showed that
extensive warnings can be misleading and can earitrin users losing their trust in the
PrimeLife system. Therefore, for instances, casesravthe evaluation of a site reveals
that the site has no privacy seal and is not Pemetbled should not be displayed as a
"negative" but rather a "neutral” results, as ttegomity of services sides today, including
even the ones of privacy-friendly organisationgually wont fulfil those requirements
yet. Also, the yellow colour should be avoided ifarstrating such "neutral” evaluation
results (besides the use of the green colour fsitipe and the red colour for negative
evaluation results), as yellow is already symbigjsh state right before an alarm.

Use a selection of meaningful overall evaluatiosutes. For simplification, we suggest
for instance to summarise the evaluation resutts tine three values "good", "fair" and
"poor”, which are displayed within a Trust MeteredsFigure 42). The following

algorithm is used for calculating the overall réstiat are displayed:

0 A services side is rated as “fair”, if no positiftee services side has no privacy
seals, no support of PrimeLife functions) and ngatiee (the services side does
not appear on security & privacy alert lists ordilésts) evaluation results are
reported (see Figure 42 a).
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Why

(0]

(0]

A services side is rated as “poor” if it is eithielacklisted or mentioned in

security & privacy alert lists lists (independentiy whether it has a privacy seal
or is implementing PrimeLife functions).. If thergiees side is both blacklisted
and appears on alert lists, the arrow of the imeser points to the very left end
of the meter (see Figure 42 b and c).

A services side is rated as “good”, if nothing bzah be reported (i.e., the
services side is neither blacklisted nor appeavimgecurity & privacy alert lists)
and something positive can be reported (meaningtileaservices side has been
awarded a privacy seal or supports PrimeLife fumg). If the services side is
neither blacklisted nor does it appear on alets,liand if it has a privacy seals
and supports PrimeLife functions, the arrow of titust meter points to the very
right end of the meter (see Figure 42 d and e).

Figure 42: Trust Meters illustrating three differémst evaluation results

Trust evaluation will allow users to establish able trust in communication partners and can
warn users about non-trustworthy sides. First Uisaldiests of trust evaluation mockups in

Primelife (partly depicted above) have shown thathsa function is much appreciated by end
users. A PrimeLife-enabled system that providese#i-designed trust evaluation will also be

more trusted to take the user's privacy interesisissly into account.
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2.5.2 Data Track (***)

(By CURE, KAU)
Problem

Users leave every time when using the Internetopailsdata traces online. Users may lose an
overview of what kind of data they disclosed to whonder which conditions, or in other words:
who knows what about them and what happens with da¢a processed by others.

Solution

Provide a Data Track as an end user transparengtwibich is a history function providing the
user with a detailed overview of all the user'sspeal data releases to communication partners.
The Data Track also includes online functions alllgwsers to exercise their rights to access,
correct and delete their data at services sides.tdbl should store the released data over the
whole lifetime of the user.

- i
Contact information..

Mame : 5A5

Organization: Unknown
Street: Unkmown

City: Unknown

Country: Unknown

URL: http:/ s, sas.se.

Date: 2003-05-28 - 2010-01-17

Record List |
| Category Data Rermote Data erfied By | Tirme Stamp
B [¥] 7] 7] 7]
P Credit card valid until 09/11 B3/11 2009-12-11 16.52.00
P Card number 5527 0036 5000 2053 S5I7 0032 55 2009-12-11 19.52,00
F Mationality Svensk Swen 009-12-11 19.52.00
" First name Inga g2 2009-12-11 19.52,00
First name Inga Inga 2010-01-17 1543.00
First narme Inga i 2009-08-20 10.22.00
First name Inga Ing: 2009-05-28 13.16.00
P E-mail address inga@yahoo.se gal e 2009-03-28 13.16.00
P Oifficial family name Vainstein BN 2009-05-28 13.16.00
P Mcbile phone 0706-555 325 0706-355 325 2009-03-2813.16.00

Figure 43: Summary of all data sent to a specifeeiver and the data that is actually stored
by the receiver (in green letters).
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o Here you can see who knows your dats, and
» Data Tra Ck get assistance with data corection or remaval
| Categary | Old Data | Time Stamp |
[~ i ] i ] §
* Skandia 2007-03-22 - 2007-03-22 1
Skandia value deleted Identifier 62122-5200 2007-03-2217.42 1
* SAS 2009-08-20 - 20100117 2
SA5 value deleted nationaliby Swensh 2010-M1-17 1543 1
545 value changed nationality Swensk 2005-08-20 10.22 1
I
|
hT T
® .
Primelife

Figure 44: Summary of changes to remote data

iy ol . - e
:= Data Tl'ack Hera you can sea who knows your dsta, and 0

get assistance with data corechion or removal

[ ~
[ .
[s -
- [ :

Skandia Adlibris

It v skandia.se it fwens adlibrisse

07-03-22 171 2:00.0 etk 2009-03-15 1027000

default.gif password: ingal2J1 MY card number: 5520 6385 1201 4758

first name: Inga password: ingal2Zl

street: Lingonstigen B fiest name: Inga

Professions: Jeurnalist credit card valid untik: 12/12

official famaly name: Vamatein e-rmail address: mngs@yahocse

Idertifier: 621221-6200
545
Ihatpevewew sase

default.gif 2000-01-17 1543000 P
eredit card valid until: 08711 f—e
first neme Inga -
nationaliy: Svensk
= card number: 5527 00365 5000 3153 i

030306 5] d———— nm2u 5]

PrimeLife

Figure 45: Record Slider of the Data Track
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ontact information.

Marme: 345

Organization: Unknown
Street; Unknown

City: Unknown
Country: Unknown
URL: httpe/fwww.sas.se |
Dt 20100117 15.43.00

-Revealed Data 2010-01-17 15.43.00.

—_ ___Sategony i Data

Credit card valid until 08/11

Card number 5527 0036 5000 3053 |
First name Inga

Hlationality Suensk

Contact infermation..

Marme : 545 m
Organization: Unknown e
Street: Unknown

Citys Unknown

Country: Unknown
URL: httpa/fwwe.sasse
Date: 20090528 13.16.00

“Revealed Data 2009-05-28 13.16.00_
| Data

Card number 5527 0036 000 3053
Official Family name  Vainsten

Credit cord valid until 09/11

tobile phone O706-555 325
Mationality Svensk veisk
Fisst riarmi Inge ks

Iﬁ—“ |_=J_.

Figure 47: Summary of data sent in one sessiontendorresponding remotely stored data (in
green)
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Use when

The Data Track should be provided as a browseriplogas a stand-alone tool. Every personal
data release will trigger the storage of a DataHRracord in the user's Data Track.

How

The Data Track function should store at the usgids all transaction records comprising personal
data sent, pseudonyms used for transactions, dieldethat were disclosed, date of transmission,
purposes of data collection, recipient (i.e., tagactontroller) and all further details of the piay
policy that the user and recipient have agreed (Ptrase note that in the Figure 42 to Figure 42
above, the detailed negotiated privacy policy is stored yet in the Data Track records). Easy
tools for finding relevant records about past diiszlosures must be part of such a Data Track.
The Data Track provides the user different viewshefentries, the table-view and the interactive
view. The Data Track offers also the possibilitysearch for websites in the user's transaction
history, to show data releases that happened wiéhperiod of time and to correct or delete
already released data directly online at remoteices sides (as long as these services sides
permit online access/correction/deletion). The Diatck stores a lifelong history of data that the
user has released to other sites. So the useleiscateconstruct to whom she released which kind
of data under which conditions.

Why

This transparency tool helps the user to recallre/sbe posted which data, when and under which
conditions. Transparency of personal data procgssiregarded as a basic privacy principle,
because a society, in which citizens could not krow longer who does, when, and in which
situations know what about them, would be conttadjcto the right of informational self-
determination (as also the German ConstitutionalrCproclaimed in its Census Decision in
1983). Usability tests and studies on end uset trarge also shown that users will put more trust
in applications, if transactions are transparerd eversible, so that the users feel to keep
somehow control over their personal data that teased [17] [14].
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2.5.3 Privacy Options in Social Networks

(By CURE)
Problem

In social networks users have the possibility tovte data about themselves, but not all data
should be visible to all users. To differentiateicthuser is allowed to see which data is very
important for privacy, so the users should be &bkontrol their visibility of information.

Solution

The solution for this problem is a selective acaesgrol for social networks.

Who can see this information
o % Custom...

{ o @ Private

@ ‘& Contacts

o Logged in users =1
o @ Public =i

e e |

Suuw dali

Triems 7 pfsss i

Figure 48: Selective Access Control

ontact
Profile

Edit profile icon
Contacts
Contacts of
Blag

Files

Send a message

Pages

View my profile as this
user

Figure 49: The own profile from the view of anotluser
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Use when
This tool should be used in social networks to gntee privacy.
How

Give users the possibility to create different abgroups like family, friends, co-workers...

Another point is the possibility to create “pseugmis” — this means that a user has one login with
one address book and one administration screemdmé than one identity inside the system.

If a user creates or modifies a message he sheudtsked each time for the privacy settings, e.g.
just the social group “family” is allowed to reaxdpost.

A selective access control gives users the poggibdl choose in their privacy settings who can
see which information.

Users should be also able to look at their ownilerdfom the view of another user; this view
helps users to maintain control over their audisnce

Why

The goal is, to give the user the possibility fodividual privacy settings and guarantee higher
privacy in social networks.

Related Patterns

- Privacy Awareness Panel in Collaborative Workspaces
- Privacy Enhanced Group Scheduling
- Selective Access Control in Forum Software
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2.5.4 Selective Access Control in Forum Software (*)

(By CURE)
Problem

In current forums there is an imbalance betweesehsho generate the content (users), which
may include also personal data and those who daatoess to the contributions (administrators).
Users have no influence on who is able to read the2ads and posts in forums.

Solution

Provide users with the option to define the auddesictheir contributions by specifying the access
rules to their own threads and posts in a forunm. ikstance, a user defines whether all people
who provide any nick name should be able to reathéi thread or if access should only be
granted to females who can proof to be younger #6an

"R PRIVE - Send Personai D oo

| L%
nickname !iuhn Dod |‘J
oR [Mo evidence required; self-enter=d .
Policy |nndisdnrs_4.ua '-'.ji _.:;: Fﬁdn‘.rsie‘nnalj
nickname | I:,le'
OR
Policy | no disclasure = E ' Felch crodental |
nickriame | [ B

| Donatzma | | s

Figure 50: User has to choose a nickname befoetingea thread

&7 PRIME - Send Personal Data -
L 5]

Adrministrative rele | nodisclosure Vi { ! | Feteh .credentlal.‘

Figure 51: Show owner credential
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_________________ Bl LophebStiowner. | [Eiclambionion b (Soresteensibals]
then grem IE-l_ﬂ ¥ acess
MﬂlIHIJ

Dt il

ar

L] | Adrministyain e rele * | megudtn *| | wrephpBBEl 35l omer [+ s with demao 'i by | German Gevemmaent "i

+ A e

then gramt | edit = acoess

Adg line | Detete rale

| wails = - lasuitel with Meswis = by | Geonan Govemning = doita

[=[3 | Absrachun.

|

Figure 52: Access Rules editing window

My New Nrean

POSTREPLY & | G Search this thread, || Sedrdy |
My new thread e ) @) W Y ffewere]  Jonn boe

Oby John Doe » Thu Jan 14, 2010 110 pm

This s my First thread in this forum, &
And oy first post. I

Edit ooy I

Figure 53: Policy is editable for each thread aost p

Use when
This approach should be implemented by all foruaviglers to increase the privacy of their users.
How

Users are able to create access control rules ichwthey can specify the access control policies
for their threads or posts. Since in forums usezsnat necessarily known to each other by name,
the access control specification is done basededrin provable properties (e.g., age, location).
For example “if location is equal to ‘Dresden’ isgluwith Idemix by German Government” then
“Grant read access” means that everybody who caof prith a credential issued by the German
Government (ID card) that he/she lives in Dresdamread posts in this thread.

The creator of the thread should be able to ch#rgaccess settings also afterwards.
Why

Users have the option to change the privacy settofgtheir own threads and posts that may
contain personal data. So they can choose whodheuhble to see their threads or posts.

Related Patterns

- Privacy Awareness Panel in Collaborative Workspaces
- Privacy Options in Social Networks
- Privacy Enhanced Group Scheduling
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2.5.5 Privacy Enhanced Group Scheduling

(By CURE, TUD)

Problem

Event schedulers, well-known from groupware andas@oftware, typically share the problem
that they disclose detailed "availability pattéroftheir users.

These availability patterns often contain sensitifermation in at least two respects.

First, direct inference from the availability atparticular date may reveal information
about one's private life (‘will my husband votesr fthe date of our wedding
anniversary?’).

Second, indirect inference arises from the fact thailability patterns contain much
entropy and thus allow to (re-)identify individuaisho would otherwise remain
pseudonymous (‘The availability pattern of userry®8 looks suspiciously like the one
of my employee John Doe!").

Solution

Create an application, which allows some eventauthievealing the availability pattern.
Three different parties may try to disclose priviafermation of the users:

the service provider,
the other participants of a poll, and
all other internet users.

In addition, sometimes one may have a special ablan event organizer, who initiates some
event schedule.

In a maximum privacy-preserving application, no afethe three groups may learn anything
about the availability patterns. To avoid, that attacker simulates several participants, it is
necessary, that users authenticate themselveddgi).

A "decision rule", which decides about the chas®e slot for the event should be defined before
a poll starts. As the most common decision rulenset be the maximum of available users, a
first solution may reveal only the sum of availapéeticipants at a certain time slot.

[Fiome N F o1 | itory J £t Cotomns ] invite Participants || Access Contral | Overview | Delete Pail I Custerize N
When do we drink coffee?
Reload
—_

| Tue 15 | Wed 19 _

Carol ® X &y v
Dave * < X X X 2 X e v X v X ? 23.0: 3
Wolki # | v/ X X X x X X X X X v VI 2302, 1124
umm® 9 2 v b 7 X v X ? v X 2 2
Alice Has voted anonymously.
Bob Has not voted yet.
4 v v v v v s v < v v v
@ X © X « X « X + X @ X QI 43 . X 5 X s X K o X Save
? ? @ ? 7 2 % 2 ? ? @ 2

et 3 e 2 | 4 e J 4 [ 2 [ 2 | 4 | 2 | 2 | 2 |

Figure 54: Dudle Poll with regular and anonymousngp
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Invite Participants

Privacy Enhanced
Alice
Bob
Carol
Dave
ULD
Wolki
Be

Bernd Stromberg Invite
Benjamin Kellermann

Figure 55: Dudle Window with auto completion foviting participants

Use when

Such an application should be used every time, vithemot necessary to know the availabilities
of each participant.

How
» The participants have to authenticate themseha&swjiptographic methods. To adept a

common pattern, a login before voting may be udtdhey have no account it is
necessary to create one, to create cryptographg ke

e The initiator invites all participants via e-mail the voting.

» All participants encrypt their availability pattewithin their trusted device (browser).The
cryptography should be hidden from the user, taengsability.

» After every participant send his encrypted avaligbpattern, some computation gives
the necessary output for the decision rule.

Why

Demanding an authentication of the participantuerssa fixed anonymity set (i.e., no attacker
should simulate other participants).

Secrecy of the availability patterns (i.e., votesyures freedom of choice (i.e., social pressure is
avoided).

Related Patterns

- Privacy Awareness Panel in Collaborative Workspaces
- Privacy Options in Social Networks
- Selective Access Control in Forum Software

58



Chapter

Conclusions and Outlook

The HCI pattern collection presented in this Deli@e aims at providing HCI guidance to other
PrimeLife activities, which are developing useeifiaces for PrimeLife prototypes and tools. Our
HCI pattern approach enables capturing, sharing singtturing user interface knowledge for
PrimeLife.

The user interface artifacts (patterns and degeriptof interactive mockups) presented in this
document are still under evaluation and re-desiga.expect a further re-work of the interfaces
after the next rounds of usability evaluations Wwhéze planned in 2010. The knowledge that we
will gather from these evaluations will be continsty integrated into the document, which is
available online for all PrimeLife project membevihin the PrimeLife internal Wiki. . We also
expect new requirements coming up during the dewedmt of the policy management interfaces
which will lead to new HCI patterns. Modificatiormd extensions to this document will be
provided as an appendix to D4.1.5 Final HCI ReseReport, which will be published at the end
of the PrimeLife project.
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