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Abstract

In this deliverable, we present lessons learnt ftbenPrimeLife HCI (Human Computer Indetion’
Activity by discussing typical HCI challenges aralldcies that we experienced during the Prime
project. We also provide guidance on how theseessan be addressed in order to develop L
privacy-enhancing technology solutions.
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Executive Summary

The development of usable privacy-enhancing Ideffianagement poses several HCI (Human
Computer Interaction) challenges. This deliverat#ports about typical HCI fallacies and

challenges that we and other HCI researcher expmeiewhen developing user interfaces for
Privacy-Enhancing Technologies (PETs). Furthermiiregports about lessons that we learned
from the PrimeLife HCI Activity work and providesliiglelines for the design of usable PETSs.

After the background and structure of this delibdgahas been presented in Chapter 1
(“Introduction”), Chapter 2 (“HCI Fallacies to bemsidered during Ul Design and Testing”)
starts with the discussion of some of the major fliacies that we experienced and that should
be considered during the Ul (User Interface) desigd testing. This includes the problem of
many users to differentiate whether data is storethe user side (under the user’s control) or on
a remote services side and the problem to compdetemvhich network entities personal data
flows during online transactions. User interfacasehtherefore to address the challenge to evoke
the correct mental model in regard to where dagaransferred to and where they are processed.
Another issue is that privacy warnings can causked and unwanted user reactions and thus
needs to be designed with care. Furthermore, thdiathen of trustworthiness, intercultural
differences and a well comprehensible terminolagpé used in Uls are challenges to be taken
into consideration. Many of the HCI issues thatexperienced are mental model issues which are
difficult to solve for novel PET concept, which amefamiliar for the users. This is especially true
for those PETs, for which no obvious real world lages exist, such as for instance for
anonymous credentials and their selective discioquoperties. This shows once more that
evoking adequate mental models is a key issueh@rsticcessful deployment of novel privacy
technologies.

Based on our experiences and the lessons learnddhased on the research results of others,
Chapter 3 (*How to design PET User Interfaces”)vates HCI guidelines for the design of
usable PET user interfaces. For this, HCI heusdkic PETs are provided, which adapt, extend
and exemplify the classical list of Nielsen’s UdigpiHeuristics for the PET domain. Besides, a
brief overview to the HCI Patterns for PETs that eeveloped in PrimeLife is given, which
provide best practice solutions for the PET usteriace design and which should be applied in
combination with the Usability Heuristics. The cteapconcludes with discussing the need for
following a User-Centric Design Process for develggPETs and showing how HCI patterns and
heuristics should be applied during the User-Cemgsign Cycles.

In Chapter 4 (“How to evaluate PET User Interfagesie present important factors for the
planning and performing of usability evaluationspoivacy-enhancing technologies, which are
based on our experience in executing usability atadns for PrimeLife project prototypes. In
particular, when recruiting test participants, aspesuch as their cultural and technical
background need to be considered. The wording @medqy terminology used in the evaluations
needs to be carefully chosen, and test tasks ndael designed with care for evaluating the user’s
understanding of the PET functionality. Particigamieed to be introduced to the tests in a
consistent and comprehensible manner and demogrdata that are valuable for later analysis in
particular in regard to the test user’'s technigad aultural backgrounds need to be collected.
Factors that might have an influence on the paditis’ perception of privacy risks need to be
considered when carrying out the evaluation, andllfi, post test questionnaires and PET-USES
(Privacy-Enhancing Technology Users’ Self-Estimati&cale), which was developed in
PrimeLife, should be used for obtaining a more esteuaccount of the experience and opinions of
the test participants.



As Chapter 5 (“Conclusions”) concludes, this defimde provides an experience report, which
can help Ul developers for PET solutions to avaighg typical mistakes and provides at the same
time HCI heuristics, best practice solutions andigce for the development of usable PETSs.
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Chapter

Introduction

Privacy-enhancing Identity Management will only saeccessful if its technologies are accepted
and applied by end users. For this reason, PriraeAdtivity 4 has had the objective to research
and develop user interfaces for PrimeLife technekgwhich are intelligible, trustworthy and
user-friendly while being compliant with legal paisy principles. To accomplish these objectives,
several challenges had to be met — many of thene wedated to the difficulty of inducing the
correct mental models for novel PETs (privacy-emitan technologies). Also, the fact that
security and privacy-related decisions often appear context, when they are only of secondary
interest for users who are rather focussed onngettieir primary task completed (e.g., purchase
order), raises special challenges for the desigrsef interfaces (Uls) and evaluation of PETSs.

The objective of this deliverable is to present experiences and lessons learnt from our HCI
work in the PRIME and PrimeLife projects, and, based on these fiysdas well as other research
results, to provide guidelines and best practicéhaus for the design and evaluation of usable
PETSs. It therefore extracts those key findings fithie other PrimeLife HCI (Human Computer
Interaction) deliverabléswhich provide advice to others that are develgmmd/or designing
user interfaces for PETSs.

The remainder of this deliverable is structuretbdews:

In Chapter2 (“HCI Fallacies to be considered during Ul Des@md Testing for PETS”), we
discuss some major HCI problems and fallacieswileaéxperienced in the PRIME and PrimeLife
projects. For each of those fallacies, we summahiedessons that we learned in terms of what
needs to be considered during Ul development aalliation in order to address those fallacies.

Chapter3 (“How to design PET User Interfaces”) providesdgnce on how to design user
interfaces for privacy-enhancing technologies. #us, it starts by presenting HCI heuristics,
which are derived from our lessons learned and fottmer research results. Then, we provide an
overview to HCI patterns that we have developeBrimeLife, which are merging best practice
solutions from HCI and different guidelines, indlugl those that we derived for PrimeLife as an

1 EU PF6 project PRIME (Privacy and Identity Managetrfor Europe), https://www.prime-project.eu/

2 Other PrimeLife HCI deliverables can be founchép://www.primelife.eu/results/documents




approach to describe, organize und present sotutiod best practices for design problems in the
PET domain. Finally, the need for a User-Centreai@e Process for developing PETs is

discussed and it is shown how both HCI heuristivd HCI patterns can be applied during the

User-Centric Design Process.

Chapter4 (“How to evaluate PET User Interfaces”) continlgspresenting advice on how to
evaluate user interfaces for privacy-enhancingrteldygies, and what needs to be considered for
the preparation and performance of the usabilgiste

Finally, Chapter5 (“Conclusions”) will round up this deliverable rawing some overall
conclusions.



Chapter

HCI Fallacies to be considered during
Ul Design and Testing for PETs

Throughout our HCI research and development wodt the conducted in the PRIME and
PrimeLife projects, we spotted several typical ilggiproblems and HCI fallacies that occur with
PETs and privacy-enhancing identity managemenéitiqular.

In this chapter, we will describe some of the maj@l fallacies that we experienced. We also
refer to some related work, as far as it is inlimgh our experiences. For each fallacy we
summarise our lessons learned and especially potnivhat needs to be considered during the Ul
design and testing of PETs in order to approacsetli@lacies. Finally, at the end of this chapter,
we underline the importance of inducing adequatetatenodels for PETSs.

2.1 Users’ Assumptions of data handling and data flow
on the Internet

For understanding privacy implications and for makivell-informed decisions in regard to the
disclosure of one’s personal data, users shouldmstahd who actually receives their data and the
way it is processed. In its simplest form, an amliransaction involves a user sending data and a
service provider receiving that data. However, tisisrarely the case since, for example, a
shopping transaction might include a payment serdicd a delivery service in addition to the
vendor, who also have access to the users’ datlurffer complicate the issue, users’ data can be
collected by third party trackers in order to buplabfiles of users to make revenue. Not only are
users often not aware of this data collection gkdace, but they also have no information to
which parties their data flow and where their datastored.

Several prototypes for PETs have been developddnatite PRIME and PrimelLife projects that
have shown the difficulty of users developing appiate mental models for these technologies.
For instance, a prototype named the Data Track de&loped to promote the concept of
transparency and to give users the possibilityesorl which data they have released in the past,
where they are stored, and to access and cores# ttata online if they wish to do so. Usability
studies of this prototype showed that users haffiewdties differentiating the information being
handled at the user-side and the one handled atthiees-side [Pri422]; a difficulty that was also



already recognized in the PRIME project [PFHD+@fher prototypes, such as early versions of
the “Send Data?” dialog [Pri432] and of anonymousdential selectors confirmed that
participants found it hard to recognize how theitadwere transferred to different entities. Results
showed that some participants believed that, atmbeent of an online shopping transaction,
their requested information was sent to the issfiercertificate as well as to the service provider
in question. For example, users believed thatdf fgblice had issue a passport certificate, then
their information would also go through the polatehe moment of the transaction [Pri414].

In regards to data storage, the movement towardstaot internet access and cloud computing
has blurred the line between user-side and sergidesdata management. In the middle of the
nineties, when internet was accessed via dial-udems this dichotomy was very clear. Users
would dial up the modem pool, download e-mails tah explicitly disconnect from the internet
by hanging up. Now, with broadband connectionsoimlgination with data that are stored on-line
and accessible through web interfaces or localiying software alike it is no longer as explicit
were data are stored, neither is there a cleaindisin on whether a computing device is
connected to the Internet or not, and when itasdmitting data. Taken together, the voluntary
release of personal data, the involuntary releébeltavioral data, and the cloud based pooling of
resources add to the complexity for users to creatgprehensive mental models of who receives,
collects, stores, and uses their personal dataurd-utomputer paradigms involving cloud
computing and networked devices embedded in everglgects bring even further challenges to
the mental models of information flow.

2.1.1.1.1 Lessons learned:

Users often do not have a correct understandinghare (at what site) their personal data is
stored and processed and to what entities the#r datransferred. When designing and testing
privacy-enhancing identity management systems stiy&tions are thus needed on how to evoke
the correct mental models in users with regard terey what data are transmitted and under
whose control the data are stored and processeadnddia comprehensive mental model will be

essential for them to estimate privacy risks cdlyedo understand better how far PETs can
protect their online privacy.

HCI techniques need to be used for prominentlgiitlting whether the user- or the services side
is concerned. For example, a trust evaluation fanaieveloped in PrimeLife [Pri421] clarified
through wording and user interface structure thatttustworthiness of a contacted services side
(and not the trustworthiness of the user's computers evaluated. For the “Send Data?” user
interface developed for the PrimeLife Policy Engitlee service provider's website behind the
“Send Data?” is dimmed, helping users understaatittie dialog works on the client side and is
not part of the service providers (see Figure 1)
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Figure 1: "Send Data?" dialog opens while the serprovider's website is dimmed in the
background

2.2 Warnings can cause rushed and unwanted user
reactions

Common usability guidelines suggest expressingremessages in an understandable and
consistent manner or, even better, to design anélaje programs that minimize the use of
disrupting warnings and annoying error messagewdrking properly [Nie90, CRDO03]. In the
case of security and privacy-friendly interfacéshas been recognized that passive warnings or
consistent error messages are often dismissed ¢nusted by users [ECHO08, V-SB10].

Some suggestions have been made in order to make csnsciously aware of threats to their
privacy and to promote informed decisions at themmat of disclosing personal private
information. These suggestions often contradictkmnasability guidelines, which are not always
applicable to the design of privacy-friendly interés. Egelman recommends interrupting the
primary user task, providing choices on how to peat safely, prevent habituating users to
common warnings, and distorting the look of susgatetebsites so that users do not trust them
immediately [ECHO08]. Similarly, Villamarin-Salomasuggests the use of polymorphic warning
dialogs to promote thoughtful responses to secdi#ipgs [V-SB10].

Besides the risk that users might not notice thseness of warnings, from our experiences
performing usability tests with PRIME and PrimelLgeototypes, we identified at least two more
problems that privacy alerts must address:

= Users may try to get rid of intrusive privacy waigé by simply changing to less privacy-
friendly settings, without being fully aware of wilihe consequences will be. In usability tests
of early privacy policy management mock-ups, we egigmced that very prominently
displayed warnings, informing test users about smmaich between her privacy preferences
and the services side’s privacy policy, led sonst isers to panic and prevented them from
thinking through the consequences of their actlmnghanging to more “generous” privacy
preference settings in order to eliminate the weyniinstead of simply accepting the
mismatch only for this case. Basically by this ytlaecepted implicitly not to be warned about



more privacy intrusive data handling practicesfiiure transactions without that they were at
that moment aware that this was the consequence.

= Our tests also showed that extensive warnings abeatvices side’s privacy practices can be
misleading for many users, because as discussede,ahsers often have problems
differentiating between the user- and the serviids-of an identity management system.
Therefore extensive warnings can result in usesindp their trust in the whole identity
management system.

2.21.1.1 Lessons learned:

Privacy warnings should be carefully depicted byl vebosen icons, colour code and text.
Especially warning signs and red or yellow colomowd be used with care and only in serious
cases. During our work on privacy policy interfgoee have been careful to provide users with
feedback in relatively neutral manner about whetiremot their privacy preferences are matched
to the privacy policy of a service provider to peatv people from panicking. A rather discrete
puzzle-piece icon has for instance been used tonmfisers about poliapatchesor mismatches

in one of our policy interfacesvhich has been successively improved within seviéeehtion
rounds. In the last test iteration of the Primelgfdicy interfaces, our 16 test subjects rated how
easily these icons were understood with 4.1 onatre¥age (where 5 was the highest and 1 the
lowest value), with a standard deviation 1.15. Nehed user reactions were observed for this last
Ul iteration during the usability tests.

4
L Jﬁ
Settings({\’;

Figure 2: PrimeLife icons for displaying a matcldamismatch between the user’s privacy
preferences (“Settings”) and the services sidaisapy policy.

Usability tests have to evaluate carefully how waga are understood and perceived by end
users.

2.3 Trustin PETs

Shneiderman [Shn00] defines trust as the positipeaation that a person has for another person
based on past performance and truthful guaranieast in a system may be an important factor
for acceptance of a system..

Already our usability tests of early PRIME protodgp which we conducted in 2004, have shown
that there are problems to make people trust #iensl of a systems’ privacy enhancing features
[ACC+05]. Some participants voiced doubts ovenilimle idea of attempting to stay private on
the Net. “Internet is insecure anyway” because |geopust get information even if it is not
traceable by the identity management applicatiomplaéned one test participant in a post-test
interview. Another test subject stated: “It did @gree with my mental picture that | could buy a
book anonymously”. Also, in a study on the peraaptdf user control with privacy-enhancing
identity management solutions for RFID environmetgst users lacked trust in proposed PET
solutions, even though the test users consideredPH#Ts in that study as fairly easy to use
[GSO05].

However, we observed that with the increased patietr of Internet usage and increased
attention given to privacy topics and PETSs, suclth@sanonymity service TOR, people have



gotten more familiar with the idea of PETs and #iigation has probably changed slightly within
the last years, but still remains a challenge.

In general, evaluating users’ trust in a systeweiy difficult. During a usability evaluation of a

system, users only have limited time familiarisertiselves with the system and interact with it.
They are “forced” to use this system, whereas al-life they will only use it, when they are

interested in the functionality of the system. dosions could be drawn implicitly, e.g. from

guestions such as "How much would you be willingp&y to use this system?" A user, who for
instance answers "l would possible use a more dpedl version if it was free" was most likely
hesitant to express his doubts of our prototype.

2.3.1.1.1 Lessons learned:

Trust in the claims that PETs provide certain prwéeatures, plays a key role in the acceptance
and uptake of PET solutions. For novel PETs wiflarectionality, which may not fit the users’
mental model of how the technology should work rsigeay however lack trust. The evaluation
of users’ trust in a system is very difficult arebjuires a careful design of post-test interview
guestions/questionnaires, which allow analysingcatrs for (mis-)trust. Ideally, evaluations of
users’ trust in a PET would involve several factasch as longitudinal studies and contextual
usage in the users’ daily lives.

2.4 Intercultural differences

Privacy is a cultural construct [LS93]. How privaisydefined and experienced can differ much
between different cultures. Depending on the lefeprivacy protection in different countries,
users in these respective countries may have eliffexxperiences, perception and knowledge of
privacy concepts, e.g. of online privacy policieghich are required by law to be posted on
European websites that are collecting personal).dakés has in turn implications on how easily
people from different cultures can understand usé&srfaces for illustrating these privacy
concepts. Usability tests of privacy policy dispayd management user interfaces conducted at
Karlstad University in the fall of 2010 with tedudents from Pakistan, Iran, Sweden and other
European countries, showed for instance, that thecepts of privacy policy and privacy
preferences were more difficult to understand Far Pakistani and Iranian students. Arguably,
this can also be due to a different exposure toltiernet in those countries, and that their
experiences buying products or paying for servines the Internet are not as high as they are for
European citizens.

Within HCI research, much work has been done arénttural interface design and the need for
research of cross-cultural understanding of interf@metaphors has been stressed [Eve98].

Within the scope of PrimeLife, we therefore alsmaucted an intercultural comparison test for
the policy icons which we developed in WP4.3. Thalgation was conducted in the form of a
paper mockup test with 17 Swedish and 17 Chineskests at Karlstad University in spring 2010.
From the test results, it was obvious that thedebjects had different understandings of the icons
because of their cultural backgrounds. While Swetist persons had for instance no problems in
understanding the “paragraph” for the purpose ‘llepigations” or the “post horn” as an icon for
the purpose “shipping” (see Figure 3), these iapare not understood by the

Chinese test subjects.



Figure 3: Example of policy icons, which were wetiderstood by Swedish test students, but
not understood by Chinese test students

24.1.1.1 Lessons learned:

Privacy concepts and user interfaces for illusttatthem may be differently understood by
individuals from different cultures.

Our intercultural icon comparison studies have destrated the fact that icons that are well
understood in the western world are not necessaasily understood by persons from another
culture. When designing interfaces for privacyns@nd metaphors that fit the target population
should be employed. If the interface is meant taised by a variety of different cultures, then the
icons and metaphors used should be understood Slypaople.

For user interfaces for PETs with a target groupohd European users, we recommend to
conduct cross-cultural usability studies and intcal usability comparison tests to test
intercultural comprehension.

2.5 Comprehension of PET terminology

For the design of usable PET interfaces, it is \iergortant that the employed wording is well
understood by the users. Throughout several evwahsabf the users’ perception of privacy,
security and PETSs, as well as their understandinglated processes, have been investigated by
CURE [GKW+10, GWKT10]. This research has underlitleel need for understandable wording
and further explanation of key terms. Terms usedPHT interfaces should neither require a
university degree in law nor in the field of setyiand privacy.

Research throughout the PrimeLife project has atdit that a quick evaluation of terms with only
a few (non-expert) users can lead to indicationsvhith words should be avoided in interfaces
[KWGTO09]. As part of the PrimeLife HCI activitiesye have investigated several privacy terms
that were also used in the PrimeLife prototypes K3WO0].

We identified the following five terms as being ieasto understand:
= Privacy protection
*» Required data
= Digital traces
= |dentity management
=  Full privacy policy
The terms rated as being very hard to understantharfollowing:
=  Anonymous credentials
=  Privacy preferences
= Linkability

=  Privacy enhancing



2.5.1.1.1 Lessons learned:

The evaluation of the user's comprehension of pgivand PET-related terms can help to
determine what terms should be avoided in PET in$erfaces and replaced by alternative terms,
which may be easier to comprehend by end userst&HIE to be used in Uls should therefore be
evaluated for their comprehension by representatofethe target audience. For the PrimeLife
policy interfaces, we chose, for instance, thenaz term “privacy settings” instead of the term

“privacy preferences” used in the PrimeLife Politanguage (PPL) specification, as the
terminology evaluation conducted by CURE revealest t'privacy settings” was much better

understood.

2.6 Data minimization is difficult to show

Data minimization is a fundamental privacy desigimgple which, in essence, requires that all
applications and services should use only the nahamount of data necessary for the transaction
at hand. The objective is, of course, to presdreegptivacy and minimize the possibility to profile
users based on their behaviour. A key technologchieving data minimization for applications
are anonymous credentials [Cha85], [Bra99], [CL@&L{raditional electronic credential is a set of
personal attributes that is bound to an individwatryptographic means and that the user can use
to prove these attributes. All usage of such aeamtdl entails showing all attributes in the set,
irrespective of the demands of the current traimactn contrast, anonymous credentials let the
user reveal any possible subset of attributeseottbdential, characteristics of attributes, ovpro
possession of the credential without even revedhagredential itself. For example, a user with a
governmentally issued anonymous driver's licensalential, can, using zero knowledge proof,
reveal and prove any one of the following; hertbatate, her birth day, being over or under any
given age, or the fact that she has a valid didviicense without revealing any other attributes of
the credential.

In order to investigate the users’ understanding@mfanonymous credential selector GUI, we
performed three rounds of tests based on diffem@tal models of anonymous credentials
[WF11]. The first round of tests was based on thel enetaphor, i .e. users were asked to select
the source cards of the credentials, whereas #@nderound of tests was based on an attribute
based approach were the users were asked to spésific verified attributes they possessed. In
the third round of tests we created a hybrid versibthe two mental models building on the most
positive results of both. In short, the resultstloé three rounds of tests regarding a selection
mechanism for anonymous credentials show that #ta dhinimisation properties are very
difficult to show and that user's comprehensiorite Uls clearly hinge on the induced mental
model. Our results also show the detrimental eff@ftrelying on analogies that only fit to a
certain extent, since users are very stuck in theintal models. Furthermore we show that a
possible remedy to this issue is to focus on the di6ference between the old and the new
technology (for example the adaptable card metgphor

In addition to the main findings regarding the effe of mental models on users Ul
comprehension, there is also an interesting metbgaal implication of our work. Standard
measurements during usability evaluations inclidé tompletion time and task success rate as
measures of efficiency and learnability. Additidpalin order to assess the user value and
satisfaction with the system, users are often agkibey enjoyed working with the system and if
they would recommend the system to a friend. Howetve validity of such data rests on the
implicit assumption that task completion equals poghension. In our studies, where
comprehension was the focus, we explicitly invegBd users’ understandings of their actions.



Our results show that irrespective of level of ustinding, we had a 100 percent success rate in
terms task completion of the primary task. Our ltesalso show that users liked our system and
would recommend it to a friend, despite the factttithey did not understand the basic
functionality of the system. Although there seerntwetde problem in the users’ understanding, they
had the impression that the system was of useeto,tbtherwise they would not recommend it to
third persons.

2.6.1.1.1 Lessons learned:

These results clearly show the need for includirglieit measures of comprehensiavhen
testing the usability of complex tasks, especiaflthey are secondary tasks that rely on
counterintuitive technologies such as anonymouderréals.

Our studies also showed that the mental modelssefsuaffect their understanding of the data
minimisation property of anonymous credentials. 8y kissue for the wide use of privacy

enhancing technology, such as anonymous credenatkat, if users should understand and
appreciate their privacy-enhancing features, deadt not misunderstand them, the mental model
evoked by the user interfaces is of great impodarihe question how the data minimisation
property could be best conveyed to end users ndemiefore especially be researched and
investigated.

2.7 Conclusions: mental models are difficult with novel
technology

As already pointed out in this section, one of thajor obstacles in introducing a novel
technology is describing it in such a fashion thataverage user will comprehend the pros, cons,
and benefits of the new system. The introductiomofemental innovations is most often easily
framed in the terms of previous systems, i.e.$ #ystem is faster or has more functionality built
in than the predecessor”. However, when it comermtlical innovations this is very difficult.
Despite this, the most often used path to Ul deprekent are analogies to real world concepts or
systems that the user already knows. The objeofivesing analogies is to help the user create a
mental model of the system. A model that helps ukers contextualise information in the
interface or the system and aid the user in makimglictions regarding the effects of various
choices and actions. Failures in creating corremrtal models of a system leave the user with an
inadequate understanding of her actions.

The results of our user studies show that useen détck adequate mental models to protect their
privacy. For instance, on a system level not urtdeding the flow of data in a network makes it
impossible to anticipate sniffing, logging or manthe-middle attacks. On the same note, not
understanding how an application routs your datkemat impossible to understand the privacy
features of this application. On a user interfasel, not understanding the meaning of icons such
as the padlock makes it impossible to evaluate keeure a transaction is. Understanding the
meaning of Ul elements such as icons is obvioushtral to successfully using an application.
Our user tests show that warning icons are an ateae the effects of icons can be counter
productive as users have a hard time discrimindd@tgreen warnings regarding the privacy of the
transaction and warnings regarding the configunatbthe system. Thus, instead of evaluating
the privacy levels of the transaction, users reggatreconfigured the application in order to
‘solve the problemand make the warnings disappear and, in doingl®eer their level of
privacy. Our work with a credential selection maubkm for anonymous credentials highlights the
difficulties in using analogies when describing elotechnology. In our first rounds of tests the
majority of users believed that the anonymous crals would work in the same fashion as the
plastic credentials we compared them to. Howevengur later test when we added reference to



the main difference between the two types of cradien(*adaptable”) and thus changed the
induced mental model of the users error rates deeteby 64 per cent. A very clear finding in
theses studies regarded the use of the Swedisbnaérsumber. As this number is widely used in
Sweden, users anticipated that this number shafatdsent in the transaction despite the fact that
it was neither asked for nor shown anywhere inrterface.

These results all show that inducing adequate rhentalels is a key issue in successful
deployment of novel privacy technology. When it @snto privacy, the effects of incorrect mental
models lead to difficulties in using a given apation or to not being able to take adequate steps
in order to protect one’s information.






Chapter

How to design PET User Interfaces

Based on our own experiences, results from othsearehers, and lessons learned from the
PrimeLife project, this chapter provides some dlings for the development and design process
of user interfaces for privacy-enhancing technasgiirst, we will provide HCI heuristics for
PETs, which adapt, exemplify and extend classical keuristics by taking PET-specific aspects
into consideration. HCI heuristics are “rules ofirtibs” which are usually complemented with
best practice solutions and other HCI guidelinegmwhesigning systems. HCI patterns that we
have developed in PrimeLife and that we briefly marise in this chapter are merging such best
practice solutions from HCI and different guideBnencluding those that we derived from
PrimeLife. They provide an approach to describeganize und present solutions and best
practices for design problems in the PET domainalhi, we discuss the need for following a
User-Centered Design (UCD) Process for developiafisPand show how HCI patterns and HCI
heuristics for PET should be applied during the USTles .

3.1 HCI Heuristics for PETs

The lessons learned from the PrimeLife project Enals to point out PET specific aspects of
usability heuristics, to be considered in particukghen conducting evaluations in the PET
domain.

The main goal of these heuristics is to provideeams for IT professionals to conduct heuristic
evaluations of their PET developments. Thus, thay, en particular, inspect privacy-enhancing
technologies using traditional heuristics with adpl focus on this selected application domain.

Based on years of usability engineering experiersewell as related research results of other
usability experts, we adapted and exemplified ibieoff Usability Heuristics by Nielsen [Nie92,
Nie94] and extended it with additional ones. Tlsé ¢if heuristics (which has been communicated
to the consortium in deliverable “User EvaluatidarP (H4.1.1)) is the following:

» Consistency: Consistency describes a common design of elenasprocesses from
the users' point of view; all user interface cortseghould thus be consistently designed

» Feedback: Feedback means that users expect a sufficiergraystaction to all of their
actions

» Efficiency: The user interface must enable the users to oatriheir tasks efficiently



* Flexibility: The system must allow different users to workedihtly, or a single user to
work differently if he wishes or needs to, in ortteaccomplish goals

* Clearly marked exits: The user must always know how he can leave afgpeontext,
window or display when working with a user inteda@nd how he can return to his
starting position

* Wording in the user’s language: Wording in the user interface must be known and
easily understandable to the user

« Control: The user must always be in control of the systlm;user must never have the
feeling of the system controlling him

» Recovery and forgivenessThe system must prevent the user from (unknowjrtgling
severe actions; the user shall be able to undagelsaor actions easily

* Minimize memory load: The user shall able to completely focus on hik,tast being
troubled with the user interface as such; therefloeeuser interface must require as little
cognitive effort as possible

* Transparency: The user must always know what will happen whenakes an action-
the user interface must be transparent

* Aesthetics and emotional effectEverything has an emotional effect; if a user riaise
has an inappropriate emotional effect, it will féee with the users’ tasks

These recognized heuristics are applicable to tijernity of interactive systems, and thus they can
also be applied to the design of PETs, even thoagbording to our experiences and lessons
learned, some adaptations are needed.

The following sections will highlight the impact tife PET-domain to each of these heuristics and
represent them with examples and experiences flemPrimeLife project (Sections 3.1.1 —
3.1.11). Furthermore, PET-specific heuristics atgtdithrough the research within PrimeLife will
be presented in Sections 3.1.12 to 3.1.15. ThesPHT-related aspects of traditional heuristics
and the PET-related heuristics can be used, whathucting heuristic evaluations of PETS.

3.1.1 Consistency

Consistency is a well-known principle of design,jebhdictates that the look-and-feel, behaviours
and actions of a product need to be uniform adtessharacteristic of the product. Some of the
aspects of an interface that a designer usualligsldor, when trying to add consistency to a
product include the used wording, the interactiavailable from controls, the graphical elements,
colours, warning messages, styles, etc.

From our experience in the PrimelLife project we éhd@arned that for designing PETs the
principle of consistency can be seen as twofold.o®& hand, the interface of a PET should be
consistent in its look-and-feel, especially whee tmser interacts with it for the purposes of
manipulating it oradjustingit directly (i.e., modifying settings, changingssavords or keys, etc).
For example, designing a privacy editor (Privacyndiy that can be accessed from within the
“Send Data?” dialog (Figure 4), ought to have ailaimook and interaction paradigm as the
“Send Data?” dialog. Applying consistency in th&se, would reduce the cognitive load of users
and increase its usability.

On the other hand, designing a consistent look door or warning messages can be
counterproductive, resulting in users being numhbhiir effect and dismissing them without
reading them [ECHO8, V-SB10]. In this case the akavarning messages that look different
every time they appear was suggested by [V-SB1@]way of protecting the privacy of users by
encouraging them to read the contents of the wgrmad making a more conscious decision.



PETs should be consistent in their look-and-fesgbeeially when the user interacts with them [for
the purposes of manipulating them or adjusting thidractly. Warning messages should lgok
different every time they appear to encourage usersad the content of the warning and make
an informed decision.

3.1.2 Feedback

In an offline world, users are accustomed to geda@tion as a consequence to their action when
interacting with physical objects. For example, wirgeracting with a light switch, the user gets
an immediate response, or feedback, since theBightis turned on right away. In the same way,
users expect to have an immediate reaction to #wions when interacting with technology.
Feedback needs to be given fast and should bemnizéd with the users’ actions.

An example of the principle of feedback appliedP®Ts can be seen in the “Send Data?” dialog
from the PrimelLife prototypes. When a user is dagyout an online transaction, the “Send
Data?” dialog pops-up as soon as the service peoisdequesting information from the user, that
is, as soon as the usdicks on a “Submit” button. This immediate responseht® Wiser’s actions
by making the dialog appear as soon as the usstkscl button on a web service does not only
provide users with feedback of what is going ort,dds0 helps them protect their privacy.

PETs should help the users to be aware about priviaks and provide feedback about the
handling of their data and whenever their privacsgtirisk.

3.1.3 Efficiency

Many new technologies have the purpose of enahlgegs to carry out some tasks efficiently,
meaning that users should be able to increase phadtuctivity with the help of the technology
(note that it is the user’s productivity that mhstenhanced and not the computer’s). Efficiency is
not only measured by the time it takes for userstaplete certain tasks, but also by the levels of
the users’ cognitive processes that the systene$diem to activate.

Some sample guidelines to improve the users’ efiicy when using a software system include,
amongst many others, providing consistent dialogsages, using good defaults and structuring
menu options logically. By adopting these guidedinte users’ cognitive processes are lowered,
thus saving time and increasing efficiency.

PETs tend to be complicated systems for averages useunderstand. Efficient PETs should
consider the well-known issue that "privacy” isalgrthe primary concern of users who are trying
to accomplished some other task [WT99]. The prptior the Privacy Dashboard, for instance,
is an example of how to empower users with inforomatwhile at the same time not interrupting
the tasks they are trying to accomplish. The Pyivaashboard displays a context-sensitive icon
embedded in the web browser which informs usersitattie use of personal data of a visited
website. If necessary or alarming, users are abdentrol the Privacy Dashboard via a few clicks,
not disrupting them largely from their primary teskd not affecting their productivity to a great
extent, but helping them to protect their inforraatand providing them with transparency.

PETs should consider that ‘privacy’ is a secondemycern of users and therefore need to
empower them with information, while at the sanmeetinot interrupting the tasks they are trying
to accomplish.




3.1.4 Flexibility

The flexibility heuristic states that the system must be flexd@nlieugh so that it adapts to the
different needs of different users. For instanc@eet users of a system may have different needs
and requirements than beginners. Also, a user &grarticular profession, for instance a doctor,
might use spreadsheet software in a very differaytthan an accountant.

Flexibility is, to some extent, connected to #féciencyheuristic, in the sense that by providing
interfaces that allow different users to work digfietly, they can increase their efficiency levels
when trying to accomplish a goal.

PETs should also allow different ways of interagtia@epending on the goals and needs of
different users. In particular, PETs should satiby needs and curiosities of privacy concerned
users, but should also be understandable and mariadey non-expert users while helping them
protect their privacy. As an example from PrimeLifee “Send Data?” dialog supports the needs
of inexperienced users by providing them with sgaddprivacy preferences which are easy to
choose, depending on the transaction at hand. Wstrdigher, lower or more specific privacy
concerns can customize these standard privacysleteelfit their own wishes for different
situations easily “on the fly”. Our usability testhowed the “on the fly” privacy preference
management was well perceived by end users.

PETs should satisfy the needs and curiosities nfapy concerned users, but should also| be
understandable and manageable by non-expert ubéeshelping them to protect their privacy.

3.1.5 Clearly marked exits

Users should always know how to navigate through thifferent contexts of a system.
Furthermore, all parts of an application shouldeasily accessible by the users. Nevertheless, the
users should have the possibility, at any timde&we either the system or particular parts of the
system in just a few clicks.

Examples from PrimeLife include the Privacy Dashbloand “Send Data?” prototypes. These
prototypes pop-up as needed in order to proteqtriftacy of users. However, it is very simple for
users to make them disappear and access themaagageded, without too much effort.

PETs should be designed in a way that they areimatsive, but always accessible and
dismissible.

3.1.6 Wording in the users’ language

A very important principle when designing compleseu interfaces that are often grounded in
technical concepts is to use of terminology andjlage that average users understand. At every
step, users should be able to understand theipraptand possible consequences from their
actions. In a sense, the understanding of the wgridithe basis for a user’s informed consent. If,
for instance, terms displayed in privacy notices mmisunderstood, users may agree to disclose
their data, even though they would not have donefgtbey had understood the privacy policy
correctly.

In the context of PETs, the use of appropriate itreslagy for privacy is therefore of key
importance. PrimeLife research has shown that Us®re trouble understanding privacy related



terms and the wording used in privacy policiesasiviEe providers [GWHWZ11]. For example, as
discussed in Sectio@.5, most users did not understand the terms “anong credentials”,
“linkability” and “privacy enhancing”. Besides, Wwas found that most users understood and
preferred the term “privacy settings” over the tépmvacy preferences” [GWHWL11].

The wording in PETs should be clear, simple, andewstood by the majority of users. If

necessary, usability studies should be conductedder to find out if the terminology used in the
PET is understandable by most users. Researchgtiwat the PrimeLife project has indicated
that a quick evaluation of terms with only a fevorfrexpert) users can lead to indications on
which words should be avoided in interfaces [KWGJTG9sers should not require advanced
knowledge of law, cryptography or other technigalds in order to benefit from a PET.

It should be also considered that the choice ofiwavhen displaying warning messages in PETs
should be carefully thought-through, since useetdrte easily understand these messages to take
appropriate actions.

Privacy terminology can be very complex and speclfi is important that the wording in PET
user interfaces is clear, simple, and understoatidynajority of users.

3.1.7 Control

The control heuristic dictates that the user mlvgays be in control of a computer system, instead
of feeling that the system is the one in contrals APatrick et al. define control in the context of
PETs as “the ability of the user to perform someavéur... users must be aware of the need to
act before they can execute the behaviour” [PKHJBUBe property of transparency, presented
later, serves as one of the prerequisites for ilngogsers’ control over their personal data. One
way of making the user feel in control of the sgsts by keeping them informed about what the
system is doing by providing appropriate feedbaithiwreasonable time.

Making users feel in control of their personal désaan important requirement for the
development of PETs. Endowing the users with cbtionot only increase the users’ trust in the
system, but it can also help users make appropiddemed decisions when managing their
personal data.

The prototypes for the Privacy Dashboard, the Oagek and the “Send Data?” dialog, are all

examples of PETs that provide transparency and gsees control of the system and over their
own personal data. These prototypes allow usesgdowhere their data will or has been sent to
and the purposes for which it is used. Moreovex,Rhivacy Dashboard and the Data Track allow
users to correct or delete the personal data tiegt have submitted earlier, i.e., giving the users
control over their previously disclosed data. Alsoe “Send Data?” dialog lets users control

different levels of privacy preferences by managing customizing the existing levels.

Users have to feel in control of their personabdstany time when using PETS.

3.1.8 Recovery and forgiveness

A recommended guideline for most interactive systesnthat it should prevent the users from

consciously performing unwanted actions, and irecaswanted actions are done, the system
should give users the possibility to undo them.afnmon example of this heuristic is the “undo”

button in many software applications.

The issue of recovery and forgiveness is a veticaliissue for PETs. Once personal information
is disclosed or compromised on the Internet itfisroalmost impossible for users to recover that



data and undo the damage. Currently users possesatal model suggesting that once their data
is submitted to a service provider they have lostiol over it.

Therefore technologies that want to protect thedig@ivacy must take into consideration the
prevention of errors.

As mentioned earlier, PrimeLife’s Data Track prgpa is an example of a PET that gives users
the capability to delete or correct their data tedaon the services’ side and thus provides an
“undo” option.

PETs should prevent users from compromising petsdaga (error prevention). In case
information has been disclosed accidentally, uskeosild be supported in recovering.

3.1.9 Minimize memory load

System designers should try to minimize the usaeshory load by increasing the visibility of
interactive elements, accommodating affordances] ampporting intuitive interactions. In
general, the system should not force users to rdreemformation, but instead should aid them
to remember previously learned information. Theppse is to let users focus on the task at hand,
instead of increasing their cognitive load.

An example of this heuristic can be seen in thentSeata?” prototype, which is divided into two
main panels. The top panel displays a summary efs#rvice provider's privacy policy in the
form of a two-dimensional table showing the datm@ppeequested and the purposes for which it
will be used. The bottom panel gives users infolmnadn whether their privacy settings match or
do not match the service provider's privacy polisymmarized in the table above).

Usability tests of the “Send Data?” dialog revealkdt users that have their privacy settings
memorised looked whether their privacy settimgsmatchedhe privacy policy by looking first at
the two-dimensional table. However, the “Send Datk&log reduces the users’ memory load by
displaying a visual representation of the mismatdine bottom panel, and does not force the user
to remember his own privacy settings. Nevertheldss,use of too many visual cues can also
overwhelm users, thus a balance must be achieviecede helping the user recognize screen
elements while keeping the interface relativelygérand clean.

PETs should not increase the users’ cognitive Ié@dexample, by requiring the user to adppt
new and unused interaction paradigms.
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Figure 4. The "Send Data" dialog design aims aimiging the users' memory load

3.1.10Transparency

Transparency refers to the property of letting siserow what goes obehind the sceness they
interact with a digital artefact. By endowing teology with the property of transparency, it
becomes easier for users to understand how thadkgy is constructed, how it works and how
information is processed, which can lead to a beitelerstanding of the implications, scope and
ways to adapt or change the technology [LS04].

For PETS, transparency is a key property to con$iden the beginning of their design. By letting
users know how the PET works, and how it procefiseis personal information and what is
happening behind the scenes, the users’ trust eamadined and maintained. Some of the
prototypes done for the PrimelLife project, suchites “Send Data?” dialog, the Data Track or
Privacy Dashboard, carry the property of transparelny letting the users know how their
information will be or has been processed on theriret, or how a data controller is planning to
use their information.

PETs should provide information to the users aldmw they work, how they process their
personal information and what happens behind teeesc All processes have to be transparent
and understandable to the user.

3.1.11Aesthetics and emotional effect

As every human made artefact has aesthetic andamabeffects this also relates to PETSs. In the
PrimeLife project we learned that the aesthetidhefdesign has an impact on the potential use of
PETSs.

During the project we saw other influences of thetlaetics in the PET domain. The aesthetical
quality of the visually perceived Uls is reducedthg presentation of encrypted text. Encrypted
text is an aesthetic disruptor to the end-user.



By applying the heuristic of “aesthetics and emulceffect” we propose a solution such as well
designed icons (an aesthetic icon) instead of #whatic disruptor. These icons have to be
understandable by the user and therefore needlglaahed strategic design process involving
users.

PET design has to follow aesthetic principles amdeuline its main purpose.

The sections above presented the original hewiatdapted and exemplify to the usability of PET
interfaces. The following sections present PET-8jgelseuristics identified through the research
carried out within PrimeLife.

3.1.1ZRemote vs. local handling of data

With the introduction of the Internet, users becaweustomed to send their personal data to
different data controllers to get the benefits afeavice. Moreover, nowadays users are storing
their data on remote servers that allow them tessthese data from wherever they are at any
time. Privacy policy and transparency tools trptotect the users’ personal data by making them
consciously aware which data are going to be rettabe consequences of releasing their data,
which data has already been released and thethpsan take to protect such data.

However, as discussed in Sectdd, this increasing flow of data from the usethe service’'s
side and vice versa can become very complicatedcannterintuitive for users who are unaware
of the actual location of certain pieces of dataother words, at times, many users do not know
whether the data they manage and the decisions tdiey will have local or remote effects.
Therefore, it is very important for a PET interf&cemake a clear distinction between the data
being handled remotely on the server’s side andidit@ handled locally on the user’s side.

PET interfaces should make it clear to the user lzld him understand what data is bejng
handled remotely on the service’s side and what iddtandled locally on the client’s side.

3.1.13nternationalization

As mentioned in SectioB.4, the concept of privacy and perceptions ofgmyvrisks can vary
from one culture to another. Studies within Prinfelliave shown that icon images are interpreted
or understood differently by Swedish and Chinest $ebjects [HNH11]. However, not only
icons might be culturally-dependent, but also theaay terminologies or the used wording, the
awareness of privacy risks online, the consequentelisclosure of private data, the level of
exposure and concerns to the invasion of privaog,aher factors.

The design of PETs should keep in mind that privigcg culturally formed construct if global
solutions for protecting privacy across individuisism different cultures need to be provided.

Interfaces for PETs should consider the intercaltaspect of privacy and privacy risks.

3.1.14nformed consent

An essential aspect of some PETs is that they egmusers make informed decisions about their
actions. Consent has been identified by A.S. Ragtcal. as an important HCI requirement for
PET interfaces [PKHvBO03]. Consent refers to thelieitp conscious, awared and informed
decisions of users to agree to the way their patsaformation is going to be handled by a data
controller. Just In Time Click-Through AgreemenisTCTAS) have been suggested as a way to



enforced users’ informed consent to the discloankprocessing of personal data [PKHvBO03]. In
case information is very sensitive, the use of ¢®JbICTAs has also been proposed.

A.S. Patrick et al. suggest the following pointsorder to comply with the informed consent
prerequisites imposed by the European Privacy bwec

= “give informed consent to the processing of [Peat@ata];

= give explicit consent for a Controller to perforhetservices being contracted for;
= give specific, unambiguous consent to the processisgnsitive data;

= give special consent when information will not loiable;

= give consent to the automatic collection and prsiogsof information” [PKHvBO03].

Besides JITCTAS, user interface concepts for supppusers to provide well informed consent
include multiple-layered privacy notices suggesibgdthe Article 29 Working Party [Art04],
Drag-and-Drop-Agreements (DaDAs) and the “Send Padéalog developed in the PRIME and
PrimeLife projects [Pri415] [PFHD+05].

Interfaces for PETs should enable users to mal@nvdd decisions about their personal data
disclosure.

3.1.15G00d privacy-friendly defaults

The inclusion of good defaults in computer progrédmas already been recognized as an important
pattern for the design of interfaces in generati(i6]. Providing good defaults become especially
important for PETs, since most users seldom wabetbothered about configuring the program
to protect their privacy. Even if they wantedieany users are not aware about the best ways of
protecting their privacy. It is therefore cruciaht PET interfaces, do not only provide the costrol
necessary to allow users configure their privagfgrences in a friendly way, but also contain
good privacy-friendly or privacy-promoting defaséttings, options and behaviours.

The “Send Data?” dialog, for example, has contd&Bning three default levels of privacy that
the user can adjust depending on a particulardcios. More experienced or concerned users are
also allowed to personalize these levels of pridiagygreating custom values. The interface saves
these custom values so that users can accessntatare transactions.

Similarly, the default behaviour for the Clique fotype is to let users create different faces and
group contacts into collections with different @ty settings. By providing this default behaviour,

Clique assists users at protecting their privacysacial network sites, which is the opposite

approach from other social networks such as Fadehuaoich default settings are set to display

most information to all contacts.

Standard configurations and settings should beigedvto users that are privacy friendly py
default.

3.1.16PET Usability Checklist

The above mentioned HCI Heuritics for PETs havenbeansformed into a PET Usability
checklist. The appendix holds 25 points to be a®ereid when designing PETs. It is meant as
decision support tool for decision makers and tetdgy builders.



3.2 HCI Patterns for PETs

In addition to HCI Heuristics, HCI Patterns areimportant instrument for guiding the Ul design.
Patterns are a useful approach to describe, omyamd present solutions and best practices for
design problems, which are based on long-term éqags. Although much work can be found
concerning either patterns or privacy, work focgsion patterns for Privacy Enhancing
Technologies (PET) is very rare.

Within the PrimeLife, we have developed HCI Patsefor PETs, which are part of Deliverable
D4.1.3 [Pri413] and was also presented in [GWGIU]e developed Ul patterns shall help
designers and developers of PETs creating useabllaralerstandable interfaces for end-users.

Our Pattern approach contains fifteen patterndudlieg patterns dealing with the display of
privacy policies, privacy icons and policy iconsjvpcy awareness panel in collaborative
workspaces, informed consent, secure passwordscpraware wording, credential selection,
trust evaluation of services sides, Data Trackyaesi Options in Social Networks, Selective
Access Control in Forum Software, Privacy Enhar@ealip Scheduling.

A crucial factor, when developing patterns is ttiety must be consistent with other patterns in
the collection. The reason for this need for cdesisy is that patterns describe not only a solution
for a special problem, but a solution for a spepiablem in a particular domain [KMP08] and
thus, should not contradict other patterns in ti®es domain. This means that all patterns must
direct towards the same purpose — in our cas&falur HCI PET-patterns have to support the
creation of user interfaces for PETSs.

During the development of the patterns we combigegidelines and already proven approaches
from the field of HCI. We also integrated the knedgdie, experience and results, which we
gathered in the PRIME and PrimeLife projects into BET Patterns.

The goal of the developed patterns is to presentptex technical PET mechanisms in an
understandable way for users to help designersdamdlopers to create usable and supportive
interfaces for PETS.

Through various end-user tests we were able tdifggeroblems of different patterns and were
therefore able to fix them in later versions of gagterns. This process is visible through a 5 star
rating, which we used (where 0 stars mean thahdeuser tests were conducted and 5-stars mean
that much end user testing was done and the rgeolte the content of the pattern). The whole
pattern collection can be found on the PrimeLifdsie (available at [Pri413]).

3.3 User-centric design for PETs

Figure 5 shows the user centred design process WGSDdefined in “ISO/TR 16982:2002:
Usability methods supporting human-centred design”.

When the need for a UCD is identified, the ISO nquevides four main activities:

1. Specify the context of use: this identifies theteahthe users and user-groups will use
the system in.

2. Specify requirements: Based on user-goals the remgents are defined.

3. Create design solutions: This part of the proceag be done in stages, building from a
rough concept to a complete design.

4. Evaluate designs: Usability evaluations with resg¢rg should be conducted to evaluate
the designs from the previous step.
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Figure 5 The UCD based on ISO/TR 16982:2002

The process is iterative: The steps in the diageae likely to be repeated in an iterative
development process until the system satisfiessffezified requirements. Hence, the design
solutions get more and more user-centric duringy giecations.

ldentify need for
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need further
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Figure 6 Applying HCI heuristics and HCI patternsidgrthe UCD cycles

In Figure 6 we show how our HCI heuristics and k@tterns that we developed for PETs can be
applied in the design and evaluation phases dfJ@®e cycles.



In PrimeLife we saw, that at least 4 iterations aeeded when designing Uls for PETs (which
tends to be more than for standard software wheyergence says that about 3 iterations are what
happens in practice). The iterations are fed wifflerent HCI input:

» lteration 1. When producing the design solutions tlee first iteration we used the
patterns as a basis (D4.1.3 HCI Pattern Collectibmaddition, the HCI heuristics are
applied (see Sectidhl). As mentioned above, HCI heuristics, whichrates of thumb,
and HCI patterns, which are best practice solutioosplement each other. For instance,
an HCI pattern for the display of privacy policybased on a multi-layered design of
privacy policies as recommended by the Art. 29 WgkParty [Art04]. Such a multi-
layered design should in addition fulfil rules adnsistency, feedback, efficiency, etc.
When evaluating the design in the first iteratioe saw that an expert based heuristic
evaluation (see Chapt8rl) found potential for improvement, which was basis for a
re-design for the second iteration. Hence, in #saluation phase as well as in the
evaluations of all later iterations, the HCI hetics that need further consideration in the
next re-design are identified.

» lteration 2: The design solutions of the seconghiien can again be checked against the
heuristics (see Chapt8rl) — especially those which have not been suftdsset in
the previously tested design of lteration 1. Far Hecond iteration we recommend to
already include end-users in the evaluations. Ve that at this stage more informal
usability tests with end-users are efficient.

» lteration 3: Based on the outcome of iteration € rié+design should be done. After that
we recommend a full usability-laboratory test. Végvghat — even when theory suggests
that around 10 users per test are sufficient [Nie9i2 pays off in the PET domain to go
up to 16 participants per test.

» lteration 4: After the findings of the usabilityblaratory tests have been considered we
have seen that from this point we can show protstyp the world and start a public beta
testing phase.

As the ISO standard does not specify exact methad$ighlight the UCD subtleties we have
been applying within the PrimeLife project.

During the course of development of the many Priifleeprototypes implemented by different
PrimeLife partners, we had the chance of beinglirecbat the various stages of the development
processes. In these processes, some of the Pramgdvielopment teams considered HCI aspects
from the beginning, others realized the need of W@t during their development, and yet some
others attempted to apply HCI principles on topheir already developed prototypes. At the end,
this gave us a unique opportunity to compare thelt® of the different prototypes, with the added
variable of the point in time, at which HCI praeticwere considered during their development.

We present our observations in this section, matiegpoint that the implementation of PETSs, as
most other interactive systems, should consideetitkusers from the beginning, consult known

HCI guidelines and consider the advice from expdusng the whole development process. In

other words, the development of PETs should gautgittdhe various stages suggested by the UCD
process as depicted in Figure 5.

Table 1 presents the different PrimeLife prototypasrelation to their average level of
satisfaction, as reported by participants of thebilsy tests performed at CURE, and the time that
usability evaluations and the opinion from HCI estpdrom PrimeLife Activity 4 were introduced
into the development of the prototype (early in deselopment process, sometime in the middle
of the development process, or late, when the impigation was practically finished).



Table 1. PrimeLife prototypes showing their aversgisfaction rating and the time when
PrimeLife HCI activity was involved in the developmigrocess

Prototype Average Standard Approximate time
Satisfaction Rating Derivation when HCI expert
— ; _ opinions were
(1=very high, 5=very .
low) considered
(Early, Middle, Late)
“Send Data?” Dialog 1.83 0.37 Early
Privacy Dashboard 1.85 1.02 Early
Dudle 2.25 0.69 Middle
Wiki 2.31 0.75 Middle
Clique 2.71 0.82 Late
Scramble! Not ready for testing - Late
because HCI issues
were recommended to
be fixed first

We want to convey that following a user-centricqa®ss of design, where the involvement of HCI
guidelines, principles and opinions of usabilitypers is of great importance for the development
of usable PETS, provide higher levels of user fsatiton. Table 1 reveals a relation between the
level of satisfaction and the time in the developimghen the HCI expert opinion and usability
tests from PrimeLife Activity 4 were taken into ciskeration. Note, however, that this table only
shows that there may be a tendency of higher sesfaction when there is higher input from
HCI activities, but that no statistically signifitaconclusions can be made from this table. The
low number of test participants (n=16) and to tlaet fthat the prototypes have different
functionalities that appeal to different people tenvariables that affect the tendency shown in
the table. Therefore, no definite conclusions cadiawn here.

When designing for other common interactive systetievelopment teams have the chance to
apply good enough “HCI guesses”, which are usuadiged on real-world metaphors, previous
user experiences interacting with similar techni@sgor well-grounded mental models. Whitten
at al. already showed that good enough “HCI guéssag not work for designing usable security
and privacy [WT99]. Also it could be argued thationtrast to other interactive systems, the use
of HCI guesses for the development of complex P¥stesns will most likely tend to result in
products with low levels of user satisfaction, asrsfrom the tendency shown in Table 1. It is
therefore recommended to involve usability expartd interaction designers early in the process
of PET development, who can provide input to thetext of use of the PET, gather requirements
for the users’ ultimate needs and tasks, propoableigiesign solutions for PETs and carry out
usability evaluations.

The reason for early involvement of HCI expertsase of PETSs is that users often have problems
articulating their privacy needs, since privacyfien a secondary priority when they are trying to
achieve a goal. Therefore, gathering requirementsrbply asking users to list a series of things a
PET system should include in order to help themtgmtotheir privacy, is not an appropriate
method for eliciting requirements for PETs. Sinfilatetting developers imagine what the needs
of the users are might be not appropriate, sineartental models of system developers and the



mental models of users are rarely the same. Dediasgability experts could help gathering the
requirements from users by employing different slogjical and HCI methods, as well as
studying the users’ mental models with regardsrteapy. As an example from the PrimeLife
prototype evaluations, we can see in Table 1 that'$end Data?” dialog interface, which was
subject to a user-centric design process and \&iietative cycles, in which usability testing was
performed during every cycle, had high ratings eérusatisfaction. On the other hand, the
prototype for Scramble!, for which the PrimeLife H@&ctivity was only involved after its
deployment (although the developers themselve®peed short usability tests with high-school
students), did to our knowledge in principle ndtdie@ a user-centric design approach, was not
considered ready for usability testing due to peoid of comprehensibility of its Uls, even by
other privacy and security experts, which needduktéixed first.









Chapter

How to evaluate PET User Interfaces

As pointed out in Chapte3, people often do not seem to have correct membalels of privacy
and security technologies [KCJ09, FHHO02], and myvand security are not the primary goals of
users [WT99]. Thus, the planning and execution sdibility tests for PETs has to be done
carefully and meticulously, keeping in mind thesguaents.

Our experience in testing prototypes developedPfimeLife has proven that certain factors can
have an influence on the outcome of PET usab#isyst The following sections illustrate some of
these factors and provide guidance that shouldkentinto account when designing and carrying
out usability tests for PETSs.

4.1 Things to consider before the evaluation

The preparation before a usability test is a funetaiad part of the test. It usually involves writing
a test plan, setting up a testing environment,giag the required test material and recruiting tes
participants. In the following sections we presentne of the factors that we found to be
important in the process of planning for a usapitiést based on our experiences executing
usability tests for PETs for PrimeLife.

4.1.1 Recruiting participants

The participants who attended the numerous usabiialuations during the PrimeLife project at
CURE and KAU were recruited in different ways. V¢hiCURE had a large database of
participants, KAU recruited participants mainlyrfrdghe university campus.

The main benefit of the database approach is tkatuiting participants with different
demographic backgrounds (e.g., level of educagme, etc.) can be done easily by selecting a
specific subsample from the participants storethi database. In this way, it was possible to
compare the level of understanding of participamth different backgrounds and the problems
they had with the tested prototypes. Neverthelegt, the database approach great amounts of
time might be spent on inviting participants forevaluation. Participants have to be contacted by
telephone, and setting a strict time schedule Herdvaluations is necessary, since participants
usually have a defined time slot in which they came to participate on the test.



Recruiting participants from the University camas the advantage that tests can be carried out
almost ‘spontaneously’, since participants (usustiidents) were readily accessible and willing to
participate. This opportunity allowed for an easierative approach to user interface design and
faster rounds of testing due to the availabilitypairticipants. However, this approach had the
disadvantage that the results might mainly reflleetopinion and interaction behavior of students
and university staff, which limits the findingsaaconstricted sample and might not be generalized
to represent the opinions of a wider population. tB& other hand, recruiting participants on
campus had the additional benefit that responsedeaobtained from participants with various
cultural and educational backgrounds. Neverthelassmentioned in SectioR.4, during the
usability evaluations at KAU, it was noticed tharfcipants’ responses to privacy related
guestions were somewhat dependent on these cutliffielences. Therefore, the recruitment of
participants for evaluating PETs ought to consitiat cultural differences in privacy constructs
exist.

Also, from our experience in PrimeLife we noticeliatt eliciting responses from student
participants enrolled in more technical fields,sas computer security, cybercrime, networking
or other subjects alike, could produce more aceurdponses in regards to their beliefs on how
their personal information is handled online ané ttrotection of their privacy. Evidently,
students with such technical interests have oftexady developed the right mental models of the
PET technology being tested, or are able to evhkecomprehensive mental models based on
previous experiences with these kinds of technelmgCarrying out usability tests with this type
of participants might returned biased responsdgdivaot reflect the opinion of users who are not
computer-savvy. On the other hand, students of abafing from other educational backgrounds
do not have the same level of understanding alechiblogies that help them protect their safety
and privacy online, and using them as test pagidp could provide better insights on the needs
and thoughts of normal users. However, it all cosl@sn on the kind of people that the PET is
targeted for at the end.

When recruiting participants for a PET usabilityakesation, consider that privacy is a cultufal
construct. Participants with technical knowledgeymialready have mental models that fit the
technology. Consider the pros and cons of the rdifferecruiting approaches.

4.1.2 Adapting to the users’ language

When planning a usability test for PETSs, it is intpat to use terminology that participants will
understand. Tasks should be presented in an uaddadile way so that participants are able to
fulfil them. This also means that, when designiagks for a usability evaluation of a PET, the
target group for which the prototype is designedusth be kept in mind, and evaluators should
remember that the thing being tested is the usahifi the PET prototype and not the users’
knowledge of privacy related terms, vocabulary aadcepts. For example, trying to explain the
term “partial identity” would not make sense to mdésst participants; instead it should be
described in more detail, such as “a partial idgmgi an identity which represents a special part o
your life (sport club, family stuff, and so on).”dve information about the lessons learned on the
appropriate wording for PETs can be found on Se&ib.

At the same time, the participants’ native languageuld be used as much as possible. In
different international projects it became obviofts CURE that even German speaking

participants who stated that they have good knogdesf English had problems understanding the
wording and labelling of user interfaces presenitethis language. It is therefore very hard to

differentiate between general usability problemshef software program and problems occurring
due to the participant’s misunderstandings of wolatselling and terminologies. Especially when

evaluating privacy software, the used labels amchdeshould be chosen carefully. Participants
should have the possibility to ask the test evalufatr a translation or a clarification.



During PrimeLife’s usability evaluations, CURE alpmvided all material for the tests such as

guestionnaires and tasks in the German language.r@dson was that participants were not

English native speakers and therefore it was e&sighem to read and understand German tasks
and executing them even when the user interfacepnesented in English. Furthermore special

attention was paid to the wording of the tasks gficample, when creating tasks for Clique special
attention was placed in not translating words afiells which were essentials for users in order to
complete a certain task, such as the term “Face”.

Computer security and privacy terminologies areintitive for ordinary users and non-natiye
language speakers. Careful use of words and teeedsnto be considered at each step of| the
design of a usability evaluation.

4.1.3 Designing tasks for testing privacy concepts

As mentioned before, security and privacy are @algondary goals of the user [WT99]. In other
words, users want to accomplish tasks (e.g., aphgptransaction) and do not want to be
bothered configuring their privacy settings or liegdprivacy warnings. It could be argued that a
PET with good usability remains almost invisiblet ktill guards the user’s privacy. At the same
time, there are occasions in which a PET shouldertak users’ consciously aware that their
information is being requested, disclosed and/ongromised. These opposite use-cases create a
challenge when designing test scenarios for evalyiatability and user acceptance of PETSs.

Often, when evaluating the usability of PETs, deisig tasks and scenarios that are not directly
related to privacy issues, but that rise possibleapy concerns on the user’s periphery, should be
carefully considered. For instance, during the @atidn of the “Send Data?” dialog [AFPK11], an
e-Shopping scenario was presented, in which thicents’ main goal was to buy a product on
eBay. The shopping transaction requested the pmaticto submit private information, and the
dialog was shown as soon as information was regdesy the service provider (cf. JITCA
[PFHD+05] [PKHvBO03]). In this scenario, the user svemade aware that information was
requested when the dialog did pop-up. In this ctse,usability of this PET should not only
measure the user-friendliness of its interface aed how it helped users to accomplish their goal,
how secure it made users feel, how much the uspreejated that their privacy was being
protected or how disrupted the users felt by thEeapance of the PET dialog.

On the other hand, testing the usability of theisdagetwork Clique required, for example, an
almost ‘transparent’ and subtle method. When ictarg with a social networking site, users
usually have the aim of connecting with other peophd sharing their momentary live
experiences with others. Testing for privacy repsswons, e.g. when users decide to share
personal information with the world, while at trem®e time, they wish to retain a certain level of
privacy, is not easy, and test scenarios shoulddsiggned carefully and iterative, so that their
validity and feasibility is accurate.

One important factor, which should be considereémtiesigning tasks for usability evaluations,
is that users are aware that it is just a testremich real-life scenario. It could be argued thetra
react in a different way when using fake trial ditiathe evaluation than when using their own
real personal data. Nevertheless, it is possibléesd the general understanding of end-users
concerning the evaluated prototype even if thelravéour is not exactly the same compared to a
real-life situation.



For evaluating the users’ understanding of the tfanality of a PET, is it necessary to provigde
meaningful scenarios and well-designed tasks tdantcipants. These scenarios and tasks shiould
consider that privacy is a secondary goal at tinhess, other times attention from the user| is

required.

4.2 Things to consider during the evaluation

After having looked at the most important factardé considered before the actual execution of a
PET usability evaluation, we now present some efftittors we identified as important at the
moment of performing the actual evaluation with beruited test participants.

4.2.1 Introduction to the test - creation of mental madel

One of the main challenges when evaluating PEThat many of the concepts introduced by
these technologies are usually unknown to the gadicipants, since they do not possess the
appropriate mental models.

A mental model is an explanation of a thought psecabout how something works in the real
world. It is an explanation of a person’s percapiabout what will happen when they act or react
in a certain way. Our mental models shape our bebgvincluding how we approach tasks.
Mental models are the root reasons why a persos something in a particular way; they are
built over a long time of experience and are, thiges resilient. Consequently, a mental model
provides a deep understanding of people’s motikatiand thought processes [Joh86, Jon95,
You08]. Therefore, it is of crucial importance weuappropriate methods that carefully present the
purpose of the PET being evaluated in understaadaiins to the test participants in order to
elicit the correct mental model for the PET.

During the evaluation of various PrimeLife protodgp different methods were used to introduce
participants to the tests. For example, one ofitdrations of the credential selection tests used
video prototyping to present the concept of anonygnaredentials to participants. Evaluations of
the “Send Data?” dialog prototype used an e-shgppaenario familiar to most participants and
an introductory text explaining the steps of thst.te

In contrast to other common software, participaately have a mature mental model of online
privacy and information flow; therefore, creatitng tappropriate mental model consistently across
participants of a PET evaluation becomes of cruciglortance to obtain consistent results.
Giving a different description and introductiondifferent participants of the same test might have
an impact on the mental models they create andfdrerinfluence their responses.

Rubin & Chisnell also support the idea that durimgpbility testing the introduction to a test
should be done in a consistent manner, in ordemiaimize influencing the participants’
perception of the product [RC08]. It was corrobedaturing the evaluations of the PrimeLife
prototypes that the wording of texts and othemithtictory material must be done with special care
and in a consistent way. For instance, during thetmecent evaluation of the credential selection
concept, the word “adaptable card” was inserted the test description. Participants were told
that an “adaptable card” would be generated thatildvanly adapt the necessary personal
information requested during an online transactiResults indicated that, by introducing different
wording participants created a different mental ei@$ compared to those from previous tests.



Participants rarely have a mature mental model rdine privacy and information flow. The
choice of methods used to introduce the participattie PET during the evaluation can influemnce
the mental model they create. Introduce particgpdatthe test in a consistent and structyred
manner.

4.2.2 Collection of demographic information

When conducting usability evaluations it is venlptfid to collect demographic data about the
participants. This data could include age, gendeitural background and level of education.
Other questions depend on the context of the etratudn PrimeLife, CURE additionally asked
for the average internet usage and the use of dowmbiser. Further questions dealt with privacy
awareness (e.g., “Are you concerned about youapyiwn Web?"), registration in a web shop or
community platform and frequency of reading privacyicies.

Collecting such a variety of information allows s#ang for significant differences between
various groups of users (e.g., elderly people wanger ones, or expert vs. novice users). This can
lead to implicit suggestions for design improversetatilored to certain user groups. However,
when drawing conclusions from a demographic grdupeople a bigger sample is desired, since
it can provide more statistically significant résuln this case, the suggestion from a user-gentri
design approach of testing fewer participants are\vteration cycle might not give enough
evidence to make general conclusion about a wherteodraphic area.

Collecting demographic data about the participasdald prove valuable at the moment |of
analyzing the test results.

4.2.3 Performing the usability evaluation

During the evaluations carried out at CURE, pgytiats were asked to interact with the PET for a
period of 2 — 3 minutes until they became more liamwith it. At Karlstad University, tests were
designed so that the first task constituted a wafamiliarise the participants with the prototype
and the basic purpose behind it. Participants e asked to think aloud while interacting with
the tool, which allows the test evaluator to uncawaability and comprehension problems.

Another factor to consider during design and evauoaf PETSs is that, in some cases, there must
be a balance between convenience for the usershangrotection of their privacy [FGSBO8].
Furthermore, it should be kept in mind that différeasks involve different privacy risks. In other
words, when evaluating the usability of PETSs, tl#vaies that users are performing and the
contexts in which they are performed, are esseintiaider to estimate the severity of the privacy
risks.

As discussed in sectidh6, our evaluation of the credential selection ma@isms for anonymous
credentials revealed problems of inducing mentadet®o for novel technologies by means of
analogies. Even though an analogy might sound bkasit first and it helps the user build a
rudimentary understanding of the system, the perdoice of the users has to be thoroughly
investigated. In the case of PETS, it is especiaijyortant to evaluate users’ understanding of the
consequences of their actions, as they might cdmpihee tasks without any problem, but at the
same time without understanding the implicationghafir actions. Our solution to this problem
has been to use an iterative process, where we éeafeated a Ul, both in terms of task
completion and in terms of users understating §ssion4.2.4). Based on these results we have
redesigned the Ul and the mental model we havd toeinduce to accomplish both, an easier
interaction flow and a higher level of understagdin



During the evaluation of a PET consider all thetdes that might have an influence on the
participants’ perception of the privacy risks, suah the context of use, the balance between
privacy and convenience, etc.

4.2.4 Using post-questionnaires for evaluating PETs

Since privacy is usually only a secondary taskueers, user interactions for managing privacy
should be minimised. Thus, the use of post-questives can be valuable at revealing the
opinions and experiences of the test participaftés asing the PET. The main purpose of using
post-questionnaires during usability testing is gather information about the participants’
opinions and feelings, to clarify their earlierpeases and to uncover further confusions that they
might have had during the test [RC08]. Importaimdh to find out include the appreciation of the
participants on how the PET helped them to proteeir privacy, how well the interface was
understood, how obtrusive or supportive it wascabeplishing a task, the extent to which they
are willing to configure it, learn it and use it.

During the various evaluations at CURE, the follogviquestions were usually asked to
participants after they interacted with the PET:

* How satisfied were you with the software? (5 Iteikekt Scale)

*  Would you recommend the software to a friend? (¥es)

*  Which was your general impression of the softwétease motivate your answer.

*  Was there anything you did not understand? Pleaswate your answer.

*  Was there anything you missed while using the so#® Please motivate your answer.
*  Can you imagine using such software? Why? Why not?

*  How much time will you spend at configuring / leimanthe software?

» Do you have any further suggestions, wishes or cemts?

These questions were targeted towards technologgptance and their user experience of the
entire system. They allowed us to get further inignto users’ understanding of the concepts
and their mental attitudes about the evaluatedveoft and therefore let us derive the users’
opinions concerning PETs. The answers provide lmsigo errors or problems which occurred

during the evaluation and may not be notices frdma test-supervisor. Furthermore these
guestions allow us to draw conclusions on userseg® opinion about the software. Especially
when they won’t recommend the software to a frieedcan conclude that either the usability was
not well or the purpose of the software was natlsaous.

Questions that can be used to reveal the construaésmtal model of the test participants can also
be asked at the time of eliciting the participagisigment of the PET during the completion of
each tasks or during a post-test interview. Su@stpns include:

* Was your data well protected when you tried to esdd task’

* What information did others find out about you wiyew tried to achieva task
* Who has access to your information after you coteflhe task

* How secure do you feel after having compldtezitask?

« What was your experience while accomplishing task



In addition to the post-test questions suggestedegbwve also developed and used PET-USES,
described in the following section, which can pdevimore objective and measurable results with
regards to the technical functionality of the PESted.

Since interaction with a PET is minimal at timesing post-questionnaire is a valuable way to
obtain the participants’ experiences and opiniohsua the PET, as well as their level [of
understanding of the purpose of the PET.

425 PET-USES

Usability evaluations of PETs are, in many ways, different from any other usability tests.
However, in examining the usability of PETs it mportant to also investigate the users’
understanding of the application and its usage #feeusers have had a chance to interact with the
given prototype.

In a number of our user tests during PrimeLife \&eehnoticed that users might very well solve a
given task satisfactorily and subsequently say ftimaty liked the application and would
recommend it, but, when asked about the consegs@fidheir actions it turns out that they have
not understood the main point of using the appbcat The problem is that the current
guestionnaires for measuring user experience, litgabnd various HCI (Human-Computer
Interaction) aspects such as the hedonic qualitgs(i3] of both, software and websites
[Bro96][TS04] focus on the usability of the primaask of the system.

The PET-USES (Privacy-Enhancing Technology Usesdf-Bstimation Scale) [WWKOQ09] is a
guestionnaire that enables users to evaluate PET{oterfaces both in terms of the primary task
and specific PET related secondary tasks. ThusPHiE-usability scales have a dual purpose.
They evaluate the system’s general usability aedettient to which the system assists the user in
learning and understanding privacy related isstresombination with measuring the explicit
comprehension of the underlying technology of tlysteam the PET-USES adds a lot of
knowledge to a usability evaluation.

As with all questionnaires, in order to get valatal successfully using the PET-USES requires
larger tests samples than the ordinary fast iteratiesign cycle permits. It is thus not
recommended to use the PET-USES to evaluate sheaiiges in one design iteration. However,
collecting data throughout the design process amg comparing bigger blocks comprised |of
several iterations makes it possible to use the-BEES in combination with fast iterative design
cycles. PET-USES is a valuable supplement to dd@&rquestionnaires for evaluating interfages
and a good approach to investigate the participamderstanding of the consequences of their
actions when using a PET or involve themselvespn\aacy-related activity online.

4.3 Conclusion

In this Chapter we have presented factors that wemeéd important when planning and
performing usability evaluations of privacy-enhamtcitechnologies. These factors are based on
our experience in executing usability evaluatiasHrimeLife project prototypes, and include the
following ones:

* When recruiting participants, aspects such as thtural and technical background need
to be considered

« The wording and privacy terminology used in the lgations needs to be carefully
chosen, so that they are understood by all paatitgp



Test tasks need to be designed with care for etwaguthe user's understanding of the
PET functionality

Introducing participants to the tests in a consiséed comprehensible manner

Collection of demographic data that is valuableléder analysis in particular regard to
the test user’s technical and cultural backgrounds

Considerations at the moment of carrying out theliation in regard to factors that
might have an influence on the participants’ petiogpof privacy risks

Use of post test questionnaires and PET-USES amblal tools for obtaining a more
accurate account of the experience and opiniotisediest participants.



Chapter

Conclusions

This deliverable should serve as an experiencertrégmmm the PrimeLife project, which allows
other developers and designers that plan to deveksy interfaces of privacy-enhancing
technologies, to learn about special HCI challergas typical HCI fallacies, which especially
arise in the PET domain and that need to be comslddt therefore also provides guidance on
how the design and evaluation of PET user intesfaiaa address these issues. This deliverable
should thus help Ul developers to avoid doing tgpistakes and provides at the same time HCI
heuristics, best practice solutions and guidancéhtodevelopment of usable PETSs.

Several of the HCI challenges discussed also niéatesgurther research for enhancing the
usability of specific PET solutions. In particulave have pointed out that inducing adequate
mental models for novel PET technologies, which artamiliar to non-technical users and for

which no good analogies exist, remains a chall@idey importance for making their interfaces
usable.






Appendix: PET Usability Checklist

1. Are you consistent with current PETs (terminologgns, concepts)?

2. Are all parts and patterns of the PET-UI consi$yatdsigned?

3. Do you mutate warning messages in a way they agliéarent every time?
4. Are your feedback messages to the end-users pase@aough to be read?

5.1s the information given sufficient enough to emabs$ers to conduct an informed
decision?

6. Do you make users aware of privacy risks?

7.Do you provide sufficient feedback about the hargbf user-data?

8. Are users warned when their private data is aPrisk

9. Don't you interrupt the users’ task with unnecegsarrdles in their workflow?

10. Do you describe technical terms in a way that deustandable to the end-users?
11. Is sufficient background information available fmrious users?

12. Is there a possibility for end-users to dismisemvening PETs?

13. Is the PET designed in a way that it does not hittteeend-user to accomplish their
primary goal?

14. Are the privacy related benefits of your PET cleathe user?

15. Are the used terms in the interface clear, simgoe, understood by the majority of
users?

16. Can the user control which data is disclosed o? not

17. Is the user forced to disclose more data than mekdehe task at hand?
18. Can users correct unwanted disclosure of their?data

19. Does the Ul prevent the user from compromisinggeakdata?

20. Can the user apply simple, natural interaction rtflestead of learning new
concepts)?

21. Do you force the user to adopt to new and unfarniifigeraction paradigms?

22. Does the Ul give the end-user a glimpse on hovb#akground mechanics
schematically work?

23. Are means implemented which support the user tenstahd what happens behind the
scenes?

24. Does the aesthetical appearance of the PET fatfieiesthetical expectations of the user
(does it look “modern” instead of “old fashioned”)?

25. Are the default settings privacy friendly?
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